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1 Introduction
The overall objective of WP4, named Cross-lingual content analysis, is to facilitate the analysis of news
content across different languages, aiming to empower news media consumers, researchers and news
media professionals. The current language barriers and overflow of information prevent these groups
from detecting and consuming all the relevant information, particularly across different languages, and
from analysing and reflecting on the differences in news reporting. An important tool when working with
large collections of news articles is linking – retrieving articles related in content or subject matter to
a given article of interest. In a multilingual collection, this linking must be performed cross-lingually, to
find articles that are not necessarily written in the same language as the query. WP4 aims to provide
real-time linking of relevant texts with informative summaries, visualisations of content, as well as an
analysis of the viewpoints and sentiment of articles from different sources, while addressing content in
different languages.

This deliverable reports on the activities performed in Task 4.1 of WP4 of the EMBEDDIA project. In this
task, T4.1, we address the problem of news linking, both monolingually and cross-lingually. News linking
is the problem of finding closely related news articles in a corpus, for example, articles describing the
same event or expressing opinions on the same issue. In a cross-lingual setting, the linked articles may
be written in different languages. We aim to develop real-time multilingual news linking methods that
are able to link news stories across languages based on different dimensions of the news content such
as topics, events and entities. In this work, we combine cross-lingual embeddings from WP1 with input
from WP2 (events, entities, etc.) to develop methods for efficient cross-lingual news linking.

Another goal in T4.1 is to support subsequent analysis of news as a whole, based on its contents. For
instance, we aim at discovering what are the trending topics, which topics are of special interest in differ-
ent countries, or how are the stances to a given event distributed in different countries. Our hypothesis
is that combination of topic modelling techniques, cross-lingual embeddings, and other semantic enrich-
ment methods should allow much richer access to and analysis of news stories across a multitude of
languages.

In this deliverable, after presenting the available datasets (Section 2), we first present monolingual
methods relevant to these aims, and demonstrate the application of a number of news linking methods
to monolingual corpora to evaluate their effectiveness (Section 3). We then report on our work on
news categorisation (Section 4), describing advances concerning the inclusion of semantic features and
language variety classification, contributing the means for improved analysis of the contents of a news
collection. Then, we report on our work so far on cross-lingual news linking (Section 5). We apply a
number of different techniques, using cross-lingual embeddings and topic modelling, and compare them,
finding that a combination of methods performs best. The report concludes with a list of associated
outputs, conclusions, and the related papers included in Appendices A–E.

2 Input data
In this section, we describe the datasets used in the linking experiments reported below.

2.1 Croatian news dataset

The Croatian news dataset contains news articles from ’24sata’, the biggest Croatian news publisher.
The dataset contains 546,801 articles published online between 2007-03-12 and 2019-04-24. Besides
the articles in Croatian, the dataset contains the articles’ metadata. Each entry contains the title,
lead_text, content of the article, author, content tags, the section of the newspaper where the article
appears, published_date (the date when the article was published on the website), created_date, (the
date when the article was originally written), and related_articles containing a list of references to other
articles. The published_date and created_date can differ as some articles are written in advance to be
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published later (it should be noted that due to the redesign of the portal some of the dates were reset to
the portal redesign date). The list of related articles is chosen by the journalist when the article is written
and links to related articles are embedded in the content of the article when the article is published. The
information about related articles is used in our evaluation as a ground truth and we use it to evaluate
different text representation methods. The length of news articles in the datasets vary from 11 to 19,695
words, with an average length of 272 words.

2.2 YLE news dataset

The YLE dataset is composed of news articles from 2011 to 2018 in Finnish and 2012 to 2018 in
Swedish, made available by Finland’s national broadcaster, YLE. The articles are written separately
and therefore the dataset does not represent a parallel corpus. This dataset is publicly available and
can be downloaded from the Language Bank of Finland1. There are 604,297 Finnish articles and
228,473 Swedish articles. There are several metadata associated with each article. Notably, for our
task, subjects (or keywords) are associated with each article. These includes the subjects (ranging from
named entities to general concepts like sports and economy) discussed in the article. The subjects are
assigned a unique identifier and have links to external databases such as Wikidata.

2.3 Estonian news dataset

Ekspress Meedia (ExM) is the leading media group in the Baltic States, whose activities include pub-
lishing, printing services, and online media content production. ExM owns the leading online media
portals in the Baltics and publishes Estonia’s most widely read daily and weekly newspapers, in addition
to seven out of the top ten magazines in Estonia. We use a dataset from Ekspress Meedia that contains
news articles in Estonian and Russian from digital editions of a number of different publications

The dataset was prepared by the ExM IT department. It is an archive of all publicly visible articles
from Estonian and Russian news portals from the year 2009 to May 2019. The datasets can be used
for research purposes by the researchers of the consortium without any specific limitations during the
project and for research after the project.

2.4 Public datasets for news categorisation

In the approaches of news categorisation with background knowledge (SRNA and tax2vec), described
in Section 4, we used public datasets with category labels.

The news datasets include:

• Reuters data set: consists of 11,263 newspaper articles, belonging to 46 different topics (classes).2

• BBC news data set: consists of 2225 documents attributed to five topic categories (business, en-
tertainment, politics, sport, tech)3 (Greene & Cunningham, 2006).

In the experiments we used also non-news dataset that we summarise with the purpose of understand-
ing the reported experiments:

• IMDB review data set: consists of 50,000 reviews. Here, the goal is to predict the sentiment of
individual reviews (positive or negative). The data set was obtained from the Keras library.

• PAN reviews data set: consists of reviews written by 4160 authors (2080 male and 2080 female).
Reviews written by the same author are concatenated in a single document. The goal is to classify
the author’s gender. Detailed description of the data set is given in Rangel et al. (2014).

1https://www.kielipankki.fi/corpora/
2This data set is loaded via the Keras library (https://keras.io/datasets/)
3https://github.com/suraj-deshmukh/BBC-Dataset-News-Classification/blob/master/dataset/dataset.csv
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• PAN 2017 (Gender) data set: Given a set of tweets per user (3600 document), the task is to predict
the user's gender4 (Rangel et al., 2017).

• PAN 2016 (Age) data set: Given a set of tweets per user (402 documents), the classi�er should
predict the users's age range5 (Rangel et al., 2016).

• MBTI (Meyers-Briggs personality type) data set: Given a set of tweets per user (8676 documents),
the task is to predict to which personality class a user belongs6, �rst discussed in Myers (1962).

• Drug side effects: This data set links user opinions to side effects of a drug they are taking as
treatment. The goal is to predict the side effects prior to experimental measurement (Grässer et
al., 2018).7

• Drug effectiveness: Similarly to side effects (previous data set), the goal of this task is to predict
drug effectiveness (Grässer et al., 2018).

Additional statistics for the datasets used in experiments reported in Section 4.2 are provided in Table 1.

Table 1: Data sets used for experimental evaluation of the tax2vec's approach (Section 4.2). Note that MNS cor-
responds to the maximum number of text segments (max. number of tweets or comments per user or
number of news paragraphs as presented in Appendix B).

Data set (target) Classes Words Unique words Documents MNS Average tokens per segment
PAN 2017 (Gender) 2 5169966 607474 3600 102 14.23
MBTI (Personality) 16 11832937 372811 8676 89 27.98
PAN 2016 (Age) 5 943880 178450 402 202 13.17
BBC news 5 902036 58128 2225 76 70.39
Drugs (Side effects) 4 385746 27257 3107 3 41.47
Drugs (Overall effect) 4 385746 27257 3107 3 41.47

2.5 Public datasets for language variety identi�cation

The experiments described in Section 4.3 were conducted on three corpora:

• DSLCC v4.0 (Tan, Zampieri, Ljubešic, & Tiedemann, 2014)8: the corpus used in the VarDial 2017
DSL shared task. The corpus contains 294,000 short excerpts of news texts divided into six distinct
language groups (Slavic, Indonesian and Malay, Portuguese, Spanish, French and Farsi) and cov-
ering fourteen language varieties in total: Bosnian, Croatian and Serbian; Malay and Indonesian;
Persian and Dari; Canadian and Hexagonal French; Brazilian and European Portuguese; Argen-
tine, Peninsular and Peruvian Spanish. Each language contains 20,000 documents for training
(out of which 2,000 are to be used as a validation set) and 1,000 for testing.

• ADIC (Ali et al., 2015)9: the corpus used in the VarDial 2016 ADI shared task. It contains tran-
scribed speech in Modern Standard Arabic, Egyptian, Gulf, Levantine and North African dialects.
Speech excerpts were taken from a multi-dialectical corpus containing broadcast, debate and dis-
cussion programs from Al Jazeera. Altogether 7,619 documents were used for training (out of
which 10% were used for validation) and 1,540 documents for testing.

• GDIC (Samardzic et al., 2016): the corpus used in the VarDial 2018 GDI shared task. Texts were
extracted from the ArchiMob corpus of Spoken Swiss German10, which contains 34 oral interviews

4https://pan.webis.de/clef17/pan17-web
5https://pan.webis.de/clef18/pan18-web
6https://www.kaggle.com/datasnaek/mbti-type/kernels
7http://archive.ics.uci.edu/ml/datasets
8The corpus is publicly available at http://ttg.uni-saarland.de/resources/DSLCC/
9The corpus is publicly available at http://alt.qcri.org/resources/ArabicDialectIDCorpus/varDial_DSL_shared_task

_2016_subtask2/
10The ArchiMob corpus is publicly available at https://www.spur.uzh.ch/en/departments/research/textgroup/ArchiMob

.html
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with people speaking Bern, Basel, Lucerne and Zurich Swiss German dialects. 19,304 documents
were used for training (out of which 10% were used for validation) and 4,752 for testing.

3 Monolingual document linking on Croatian articles
A common feature of online news are references (i.e. links) to other relevant news articles that provide
more context or relevant background information. This makes other content relevant for the current
story more accessible to readers, while media houses bene�t from more ef�cient use of existing content
and improved business metrics such as user engagement and the total time spent on a site. The work
described in this section was performed on the data of 24sata11, described in Section 2.1.

3.1 Experiments with the Croatian dataset of linked articles

Document linking tasks in monolingual scenarios are typically solved by transforming the documents
into vectors, which is followed by similarity computation and querying. Vectors can be obtained with
many different methods of which TF-IDF models, latent semantic indexing (LSI), and embeddings on
the word, sentence12 or document level are the most frequently used. In our experiments with the
Croatian news datasets we experimented with TF-IDF modelling, LSI models of various sizes, and
different embeddings.

The dataset of linked news articles contributed by STY contains a list of 24sata articles referencing other
articles on the same site. These article references were created by journalists in order to embed links
to other related articles in the news article content.

3.1.1 Data preparation and experimental setup

Beside the news content, the article data contains several attributes such as tags, sections, author
names etc. which might provide relevant additional information and improve document retrieval. For
example, focusing the search to a subset of articles from the same section or to articles containing
matching tags should improve results if such information is available during the model inference. Another
requirement present in the real system is to take into account the age of the article and preferably return
newer articles. Our goal in this section is to compare the methods working with only text so we discard
all the supporting metadata.

The text of an article is spread between title, lead and content �elds and the �rst step was to concatenate
these three �elds. We used three different preprocessing settings, suitable for three data representa-
tions used by document matching algorithms: bag-of-words representation, paragraph embeddings,
and contextual embeddings.

1. Bag-of-words text representation usually bene�ts from substantial preprocessing which removes
noise and performs normalization. Following tokenization based on regular expression that pre-
serves alphanumeric characters, we �ltered out numbers and single character tokens, performed
lemmatization with the updated Lemmagen lemmatizer13 (Jursic et al., 2010), and �ltered stop-
words using a list of 325 Croatian stopwords.

2. The paragraphs which serve as input to the Doc2Vec model are tokenized with a regular expres-
sion that preserves only alphanumeric characters and subsequently lemmatized.

11http://www.24sata.hr
12Sentence/segment level embeddings such as BERT are not very well suited for modelling whole documents using averaging

and similarity queries using cosine similarity.
13https://github.com/vpodpecan/lemmagen3
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3. While the input to contextual embedding models (mBERT and XLM-R) is sometimes slightly pre-
processed (e.g., removing the URLs), in our case we performed no preprocesing and used token-
izers provided with the implementation of these models.

The evaluation data consists of 25% of the latest articles from the whole dataset. The reason to choose
the latest articles for evaluation is twofold. First, this makes the task of document linking harder because
all older articles are potential candidates. Second, this is a more realistic scenario when �nding links
for a newly published article because all older relevant articles in the database have to be considered.
When considering eligible articles in our document retrieval task, we considered their age stored in the
published_date attribute. This is consistent with the real world scenario where a journalist must not link
older but unpublished articles in order to avoid dead links.

The algorithms were trained on the older 75% of articles and evaluated on the latest 25%. The TF-IDF
model thus discarded any newly introduced tokens (words) and used IDF estimates from the train-
ing data when computing TF-IDF vectors. The same TF-IDF model was used for the LSI model. All
embeddings-based models used trained models to infer vectors of the training data. We used cosine
similarity for all document retrieval operations14.

The performance of all algorithms was assessed using the mean average precision score on top ten
results returned by the algorithm (MAP@10). This score is calculated by taking the average precision
over all results for a single query and calculating the mean value over all those average precisions.
The news staff using the implementation of news linking will not be able to browse through all of the
results. We believe they can check top results and that correct results that come later will be ignored.
For this reason we limit the number of results to ten, such that our metric (MAP@10) is closer to realistic
use-case.

TF-IDF

The preprocessing returns a list of tokens for every document. These lists are transformed into sparse
numeric vectors by �rst extracting the corpus vocabulary, computing word frequencies for each docu-
ment (TF), and computing TF-IDF weighted vectors using the vocabulary and overall word counts.

When compiling the corpus vocabulary additional �ltering parameters can be set. We used the common
default settings where tokens which appear in less than 5 documents or in more than 50% of all docu-
ments are �ltered out. In addition, we experimented with setting these limits to 2 and 25%, respectively.
The effects of different settings on the performance are presented in Section 3.1.2

In our implementation, we used the TfidfModel from the Gensim library ( �Reh	u�rek & Sojka, 2010) with
the default 'nfc' SMART setting15 for TF-IDF weighting and normalization which used raw frequency for
term frequency weighting, inverse document frequency for document frequency weighting and cosine
document length normalization.

LSI

Latent semantic indexing (Deerwester et al., 1990) performs singular value decomposition (SVD) on the
weighted term-document matrix which is typically composed of BOW or TF-IDF vectors. The computed
SVD is truncated which has the effect of retaining only the most important semantic information while
the noise and other artefacts are reduced. The result of LSI is a dense matrix where each document is
represented with a �xed dimensional numeric vector (with a few hundred dimensions). In this respect,
LSI is similar to embedding methods although the elements of the resulting vectors have a very different
meaning.

We used the LSI implementation available in Gensim to transform the same TF-IDF vectors as in the
TF-IDF representation above. We tested a number of commonly used target dimensions: 100, 300, and
500.

14Note that the cosine similarity might not be the best choice for some embeddings models.
15The SMART (System for the Mechanical Analysis and Retrieval of Text) Information Retrieval System de�nes notation for

term weighting and normalization where different formulas are allowed for computing term frequency, document frequency and
document length normalization.
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Doc2Vec

The Doc2Vec models have a number of hyperparameters that can signi�cantly impact the performance
of the model. In order to determine those parameters, we used a Bayesian optimisation. Bayesian
optimisation is a strategy for optimization of black-box functions that works by placing a prior belief
about the function, and updates it with each evaluation. The parameters of the function for the next
evaluation are selected based on a prede�ned criterion that takes into account previous evaluations
of the function. We optimized evaluation metric (MAP@10) on the related articles contained in the
training set. To guide the search for parameters, we used a Gaussian Process (GP) prior and Expected
Improvement (EI) criterion that maximize the evaluation metric. After 120 evaluations, we selected the
best performing hyperparameters. The size of the resulting vector was set to 180 dimensions, the
context window covered 5 words left and right from the central word, the vocabulary size was set to
36,000 words, and words with with less than 35 occurrences were ignored. The training procedure
used negative sampling with 30 negative words and downsampling of words with frequency higher than
3.7e� 4. In Section 3.1.2, we report the results obtained using these hyperparameters.

We used the Doc2Vec (PV-DM and PV-CBOW) implementation available in the Gensim library and the
Bayesian optimisation from the Scikit-Optimize16 library.

mBERT

Multilingual BERT (mBERT) is a 12 layer Transformer model (Vaswani et al., 2017) proposed by Devlin
et al. (2019). The mBERT was simultaneously trained on Wikipedia pages of 104 languages. All 104
languages for the mBERT model use shared word piece vocabulary without an explicit way to denote
different languages. Maximum length of the input sequence for the model is 512 tokens and each
token is represented with 768 dimensions. News articles that can be represented with fewer tokens
are padded to the maximum length and articles that require more tokens than the maximum length are
trimmed. The input to BERT begins with '[CLS] ' token and ends with a '[SEP] ' token denoting the end of
a sequence. Additionally, models receives an attention mask to avoid performing attention on padding
token indices. Running the model produces a context dependant token representations that we use to
create two sequence representations. The �rst way to represent a sequence is to average token vectors,
and the second is to take the representation of only the �rst token, namely the [CLS] token, and run it
through the �nal layer of the model. We evaluate both representations.

We used the bert-base-multilingual-cased variant of the pre-trained model available in the Transformers (Wolf
et al., 2019) library.

XLM-R

The XLM-R (Conneau et al., 2019) is a large multilingual BERT-like model based on RoBERTa (Liu et
al., 2019). It uses the sentence piece tokenizer and is trained as the masked language model on the
CommonCrawl data in 100 languages, including Croatian. Similarly to the mBERT, all languages share
the same vocabulary (but larger one than mBERT) and the model does not need an explicit marker
to denote the language of the input. The maximum size of the input is 512 tokens and each token is
represented with 1024 dimension. We are padding shorter news articles with the padding token and
trim articles that do not �t in the input. All tokenized sequences begin with the ' <s>' token that denotes a
beginning of the sequence and can also be used for the whole sequence classi�cation. The last token
of the sequence is '<\s>'. Two representations of sequences are created in the same way as with the
mBERT model.

We used the xlm-roberta-large variant of the pretrained model available in the Transformers library.

3.1.2 Results

The performance of compared document linking methods using MAP@10 is presented in Table 2.

16https://scikit-optimize.github.io
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The best results were achieved with the baseline TF-IDF model. This is somewhat disappointing for the
state-of-the-art neural embeddings. However, one must be aware that we evaluated different represent-
ations using only the links between the articles selected by the journalists. This does not necessarily
mean that actually retrieved articles are not good recommendations, but verifying this hypothesis re-
quires human evaluation.

The TF-IDF representation consistently performs the best across all evaluated hyperparameters of the
model, which do not signi�cantly in�uence the score. Nevertheless, results in Table 2 suggest that
including rare words (m = 2 ) improves the performance, while excluding frequent and rare words (M =
25%,m > 2) decreases the performance. While the difference is small it nevertheless suggests that
TF-IDF models trained on this domain may bene�t from preprocessing settings that do not remove what
is typically considered as artefacts or noise. From a journalist's perspective this corresponds to linking
articles based on few rare keywords. This may also offer an explanation why LSI does not achieve scores
comparable to TF-IDF. Since LSI is designed to retain only the most important semantic information, the
extremes which could improve the models in this particular domain are �ltered out.

Doc2Vec approaches the performance of TF-IDF but it does not match it. Doc2Vec shows a signi�cant
improvement over LSI, and both variants of Doc2Vec achieve similar score. LSI is less successful
with reduction of dimensions but is in general still competitive with much larger mBERT and XLM-R
embeddings that use 1024 dimensions to represent documents. For both mBERT and XLM-R, using
an average of contextual token embeddings shows better results than using the result of only the [CLS]
token, which is consistent with conclusions of Reimers & Gurevych (2019).

Table 2: The performance of different approaches on the task of news article retrieval

Model MAP@10

TF-IDF (m=5, M=50%)17 0.279
TF-IDF (m=2, M=50%) 0.281
TF-IDF (m=2, M=25%) 0.281
TF-IDF (m=10, M=50%) 0.277
TF-IDF (m=10, M=25%) 0.277
LSI (d=500) 0.186
LSI (d=300) 0.166
LSI (d=100) 0.124
Doc2Vec (PV-DM) 0.248
Doc2Vec (PV-CBOW) 0.240
mBERT (AVG) 0.130
mBERT (CLS) 0.007
XLM-R (AVG) 0.167
XLM-R (CLS) 0.047

3.1.3 Discussion on the linked articles dataset

We evaluated several document representations used in recommending related news articles. The res-
ults show that the TF-IDF representation produces the results that are more consistent with the manual
selection of journalists compared to the results of using more sophisticated article representations. We
do not yet have a de�nite explanation for these outcomes but our belief is that journalists use a kind of
keyword search to locate potentially related articles. Related articles found using such a search would
contain exactly the same words as the query and would bias the evaluation in favour of the TF-IDF
method.

It is possible that the dataset contains a signi�cant amount of noise and that signi�cantly better evalu-
ation results cannot be achieved. For example, one possible source of noise would be due to journalists

17This is the default setting for �ltering extremes from the dictionary in Gensim.
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that misuse the related article information in order to increase the view count of their own articles by
adding own unrelated articles to the related articles list. In future work, we plan to perform a manual
evaluation of the returned related articles on a selected subset.

Although mBERT and XLM-R models achieve state-of-the-art results in many NLP tasks, they did not
fare well in this evaluation. One reason for this might be that document representations created by these
model are not suitable for comparison with the cosine similarity. Reimers & Gurevych (2019) reach the
same conclusion when evaluating BERT representations and we plan to explore the impact of similarity
measures on the performance of mBERT and XLM-R models on this task.

3.2 Experiments on manually annotated triplets

In addition to the dataset of linked articles where journalists selected the related articles, we also used
the dataset with related article annotations for further evaluating the performance. The dataset of 5,000
triplets is created from a subset of the articles used in experiments in previous subsections. A triplet
denotes a set of three articles where a human annotator should provide information about their similarity.
All articles from this dataset are from the 24sata newspaper.

Media partner TRI has performed �rst experiments, using several methods:

• Latent Dirichlet Allocation (LDA): a probabilistic model most suited for topic modelling

• Doc2Vec model, an unsupervised algorithm to generate vectors for a paragraph or a whole docu-
ment

• a multilingual BERT (mBERT) model pretrained on a Wikipedia data of 104 languages

• a multilingual XLM-RoBERTa (XLM-R) model pretrained on 2.5TB of CommonCrawl data

LDA and Doc2Vec models were inferred on 24sata article data provided by STY and pretrained mBERT
and XLM-R were used without training or �ne-tuning.

A large number of experiments was performed to evaluate the effect of several hyperparameters. For
the LDA, the experiments were performed with different numbers of topics (32–400) and vocabulary
sizes (8,000–30,000 tokens). Doc2Vec model was evaluated with differences in preprocessing (with
and without stopwords removal), on two variants of the algorithm (Distributed Memory and Distributed
Bag-of-Words) with different number of topics (32-400) and vocabulary sizes (8000-30000 tokens). Doc-
ument representations from mBERT and XLM-R were created in two ways. The �rst one is to represent
the document with the special [CLS] token from the output and the second is to use an average of all
output tokens.

Preliminary results were obtained by evaluation of model results on manually annotated triplets provided
by TRI. A cosine similarity between article representations was used to estimate article similarity. The
evaluation score for the method is the accuracy of the method on the triplet dataset. The LDA algorithm
provided results with overall low accuracy (57.0–62.3%). With some variation across experiments,
Doc2Vec showed promising results in a variety of settings (62.0–66.5%). A multilingual mBERT model
showed very low accuracy on evaluation using a whole sequence [CLS] token embedding (51.1%) and
better results when the document was represented by averaging all output tokens (61.3%). The largest
model, XLM-R provided better results then the mBERT model. For a whole sequence [CLS] embed-
ding the accuracy (54.5%) was below LDA and averaged token representation yielded the best results
(66.9%) for this task. The results for mBERT and XLM-R are consistent with the conclusions from the
literature on similar tasks, namely that results provided by a cosine similarity on BERT models do not
yield satisfying results and averaging of all tokens is usually better than [CLS] token embedding (see
Reimers & Gurevych (2019)). In order to leverage the capabilities of a BERT model created in EMBED-
DIA, next steps in T4.1 should take this into account and evaluate an alternative similarity measures for
comparing BERT embeddings.
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4 Monolingual news categorisation
This section presents our approaches to categorisation and our work on language variety classi�cation.
While in the previous section we addressed linking the articles in terms of article retrieval given an input
document, in this section we present linking articles in terms of grouping them to prede�ned topical
areas, or to different language groups and varieties.

In terms of linking the articles by categories (i.e. news categorisation), the categories vary with each me-
dia source, but very common categories are sports, business, politics, etc. The approaches can either use
entire documents, or smaller fragments, such as headlines to classify articles into these areas. In the
experiments, we have investigated whether semantic enrichment techniques with WordNet taxonomy
can help to improve classi�cation accuracy on a variety of datasets including news segments.

We �rst present the SRNA method (see Section 4.1) focusing on deep learning approach, followed by
tax2vec in Section 4.2, which also uses semantic background knowledge, but in a novel approach and
much larger experimental setting. In SRNA, we perform news categorisation of Reuters newspaper data
set with 46 different topics, while in tax2vec the BBC news with �ve classes (business, entertainment,
politics, sport, tech) is one of the setting. Both settings report results also on a range of other datasets
and show how integration of background knowledge can help in news categorisation. The methods
could be also further investigated for other types of article linking (see e.g., experiments in the previ-
ous section), integrate other type of background knowledge (e.g., keywords and named entities from
WP2).18

Next, motivated by problems that arise in categorisation and linking if the source media outlet or country
of a speci�c news story is unknown or uncon�rmed, we present work on classi�cation of the language
variety of a given text, more speci�cally on short excerpts of news text (see Section 4.3). For example,
this can help distinguishing from news from different very closely related languages, such as Croatian,
Bosnian, and Serbian, which is interesting when developing datasets for analysing viewpoints. However,
the method is more general, presenting integration of n-gram approach and neural architecture, which
can serve for other text categorisation tasks.

This section is structured as follows. Section 4.1 presents the SRNA approach to integration of back-
ground knowledge into hybrid neural models, followed by the tax2vec approach in Section 4.2 where
background knowledge is used for enrichment of vectors in TF-IDF setting (tax2vec features from Word-
Net taxonomies, as well as Doc2Vec features). In Section 4.3 we report on language variety classi�ca-
tion experiments, combining bag-of-n-grams and character level CNN.

4.1 Injecting semantic features into hybrid neural models

It is well known that deep neural networks need a large amount of information in order to learn complex
representations from text documents, and that state-of-the-art models do not perform well when incom-
plete information is used as input (Cho et al., 2015). This work addresses an open problem of increasing
the robustness of deep neural network-based classi�ers in such settings by exploring to what extent the
documents can be truncated without affecting the learner's performance. The approach could also be
extended to multilingual setting, as there exist aligned WordNets for several languages.

With this goal in mind, we developed the SRNA approach for leveraging knowledge from taxonomies for
construction of novel features for use in a custom deep neural network architecture. The corresponding
paper by Škrlj et al. (2019) is provided in Appendix D.

In SRNA (Semantics-aware Recurrent Neural Architecture), semantic information in the form of tax-
onomies (i.e. ontologies with only hierarchical relations) is propositionalised and then used in a recurrent
neural network architecture. The proposed SRNA approach was tested on a document classi�cation

18At this stage the methods were not yet tested on media partners' dataset, but as WordNet is multilingual, the methods can
also be used in other languages as well as for improving cross-lingual news linking tasks, such as topic modelling presented in
Section 5.1.
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Figure 1: Visualisation of the SRNA approach to semantic space propositionalisation and learning. Left: A docu-
ment corpus D and a hypernym taxonomy (WordNet). Middle: A matrix of word indexes D obtained from
corpus D, and a matrix of semantic features vectors S (with the same number of rows as D), with features
obtained from different levels of the taxonomy. Right: A hybrid neural network architecture is learned from
the word index vectors and the semantic feature vectors. Note that sequential word information is present
only in the vectors constituting matrix D (word indices), hence part of the architecture exploits sequential
information, whereas the constructed semantic features are input to the dense feedforward part of the
architecture. Prior to the �nal layer, intermediary layers of both parts of the network are merged.

task, while special attention was paid to the robustness of the method on short document fragments.
Classi�cation of short or incomplete documents is useful in a large variety of tasks. A typical example of
short texts are tweets. But, for labelling a news article with a topic tag, using only snippets or titles and
not the entire news may be preferred due to limited text availability or required processing speed.

4.1.1 Method description

First, an input corpus D and a hypernym taxonomy from WordNet are used to construct separate feature
matrices D and S. Next, the two matrices are input into a hybrid neural network architecture to predict
labels of new input documents.

The second step of the SRNA approach consists of training a deep architecture using the expanded
feature matrix (DS) obtained in the �rst step. In SRNA, semantic features are fed into a deep architecture
along with document vectors. The outline of the architecture, shown in Figure 1, can be represented in
three main parts. The �rst part is responsible for learning from document vectors, and is denoted by
D . The second part learns from the constructed semantic vectors, denoted as S . Finally, before output
layer, outputs of D and S are merged and processed jointly. We denote this part by (D + S ).

The recurrent part of the network, represented by the D part, is in this work de�ned as follows. An input
vector of word indices is �rst fed into an embedding layer with dropout regularisation. The resulting
output is used in a standard LSTM layer. The output of this step is activated by a ReLU activation
function, de�ned as:

ReLU(x) = max(0, x).

The output of this layer is followed by a MaxPooling layer. Here, maximal values of a kernel moving
across the input vector are extracted. Finally, a dense layer with dropout regularisation is used. Formally,
the D part of the network can be de�ned as:

L(1) = Dropout(Emb(D)),

L(2) = MaxPooling(ReLU(2) (LSTM (L(1) ))),

L(3w) = Dropout(W T
(3) L(2) + b(3) ).
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The S part of the architecture similarly consists of fully connected layers. The input for this part of the
network are generated semantic features S. It can be represented as:

L(1) = Elu(1) (W
T
(1) S + b(1) ),

L(2) = Dropout(L(1) ),

L(3s) = Elu(3) (W
T
(3) L(2) + b(3) ).

Here, we use the exponential linear unit Clevert et al. (2015), de�ned as

Elu(x) =

(
x, for x � 0,

c(ex � 1), for x < 0.

Here, c is a constant determined during parametrisation of the architecture. Outputs of D and S parts
of the architecture are concatenated and used as input to a set of fully connected (dense) layers (M),
de�ned as:

L(1) = concat(L(3w) , L(3s) ),

L(2) = Elu(Dropout(W T
(2) L(1) + b(2) )),

L(3f ) = � (W T
(3) L(2) + b(3) ).

The concat operator merges the outputs of the two individual parts of the network into a single mat-
rix. For concatenation, the dimensions of the two input weight spaces must match (and are reshaped
accordingly).

Finally, the output layer L(3f ) includes one neuron for each class in the data set. We use binary cross
entropy as the loss function. This loss models the outputs as Bernoulli random variables, which offered
suf�cient performance for the purpose of this paper, whilst also making SRNA suitable for multilabel
classi�cation tasks, which are not possible via e.g., softmax-activated outputs.The exact layer paramet-
risation are discussed in the experimental setting section. The Adam optimiser Kingma & Ba (2014) was
chosen due to faster convergence. For the purpose of this deliverable, SRNA was refactored according
to the most recent versions of TensorFlow and NLTK libraries, offering (due to the newer TensorFlow
static graph engine) even faster training.

4.1.2 Experimental results

We tested the methods on three benchmark data sets, including the Reuters which consists of 11,263
newspaper articles, belonging to 46 different topics (classes). For details see Table 1 in Section 2.

As part of experimental evaluation, we test three deep learning models, two with inclusion of semantic
vectors and a baseline ConvNet.

SRNA: Recurrent architecture. This is the proposed architecture that we described in previous subsec-
tion. It learns by using LSTM cells on the sequential word indices, and simultaneously captures
semantic meaning using dense layers over the semantic feature space.

Baseline RNN. The baseline RNN architecture consists of the non-semantic part of SRNA. Here, a
simple unidirectional RNN is trained directly on the input texts.

Baseline CNN. The baseline neural networks used are a 1D convolutional neural network and a recurrent
neural network with the same architecture as SRNA, where we omit the semantic part. Here, only
word index vectors are used as inputs. The network was parameterised as follows. The number
of �lters was set to 64, the kernel size used was 5. The MaxPooling region was of size 5. The
outputs of the pooling region were used as input to a dense layer with 48 neurons, followed by the
�nal layer.
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Figure 2: Accuracy results on three benchmark data sets.

As an additional baseline, we implemented also two non-neural classi�ers, i.e., the random forest clas-
si�er, and a support vector machine, where we also tested how semantic vectors contribute to classi�c-
ation accuracy.

It was observed that, on the Reuters data set (the most relevant for EMBEDDIA), SRNA performed com-
petitively or better in terms of Accuracy and F1, while for non-news data sets it achieved comparable
results to baseline RNN and CNN (Figure 2). The poor performance of SVMs could be due to improper
scaling and inability to account for the sequential nature of the inputs without prior bag-of-word trans-
formations (they serve as a weak baseline in the paper). For more details, see the paper by Škrlj et al.
(2019) attached in Appendix D.

4.2 tax2vec – semantic features from background knowledge

We present a method termed tax2vec, which also uses semantic background knowledge, but in a novel
approach and much larger experimental setting. The paper by Škrlj et al. (2020) (attached in Ap-
pendix E) presents the tax2vec algorithm for semantic feature vector construction that can be used
to enrich the feature vectors constructed by the established text processing methods such as TF-IDF.
We show that by this enrichment, we manage to improve the performance on a number of classi�cation
tasks, including topic classi�cation.

4.2.1 Method description

The tax2vec algorithm takes as input a labelled or unlabelled corpus of n documents and a word tax-
onomy. It outputs a matrix of semantic feature vectors in which each row represents a semantics-based
vector representation of one input document. Example use of tax2vec in a common language processing
pipeline is shown in Figure 3. Note that the obtained semantic feature vectors serve as additional fea-
tures in the �nal, vectorised representation of a given corpus.

Let us �rst explore how parts of the WordNet taxonomy (Miller, 1995; Fellbaum, 1998) related to the
training corpus can be used for the construction of novel features, as such background knowledge can
be applied in virtually every English text-based learning setting, as well as for many other languages
(Gonzalez-Agirre et al., 2012).

The tax2vec approach implements a two-step semantic feature construction process. First, a document-
speci�c taxonomy is constructed, then a term-weighting scheme is used for feature construction. In the
�rst step of the tax2vec algorithm, a corpus-based taxonomy is constructed from the input document
corpus. In this section, we describe how the words from individual documents of a corpus are mapped
to terms of the WordNet taxonomy to construct a document-based taxonomy by focusing on semantic
structures, derived exclusively from the hypernymy relation between words. Individual document-based
taxonomies are then merged into a joint corpus-based taxonomy.

When constructing a document-based taxonomy, each word is mapped to the hypernym WordNet tax-
onomy. This results in a tree-like structure, which spans from individual words to higher-order semantic
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Figure 3: Schematic representation of tax2vec, combined with standard TF-IDF representation of documents. Note
that darker nodes in the taxonomy represent more general terms.

Synset(0entity .n.010)
! Synset(0abstraction.n.060)

! Synset(0relation.n.010)
! Synset(0part.n.010)

! Synset(0substance.n.010)
! Synset(0chemical_element.n.010)

! Synset(0astatine.n.010)

Figure 4: Example hypernym path extracted for word “astatine”, where the ! corresponds to the “hypernym of”
relation (the majority of hypernym paths end with the “entity” term, as it represents one of the most
general objects in the taxonomy).

concepts. For example, given the word monkey, one of its mappings in the WordNet hypernym tax-
onomy is the term mammal, which can be further mapped to e.g., animal etc., eventually reaching the
most general term, i.e. entity.

In order to construct the mapping, the �rst problem to be solved is word-sense disambiguation. In tax2vec,
we use Lesk (Basile et al., 2014), the gold standard WSD algorithm, to map each disambiguated word
to the corresponding term in the WordNet taxonomy. The identi�ed term is then associated with a path
in the WordNet taxonomy leading from the given term to the root of the taxonomy. Example hypernym
path (with WordNet-style notation), extracted for word “astatine”, is shown in Figure 4.

By �nding a hypernym path to the root of the taxonomy for all words in the input document, a document-
based taxonomy is constructed, which consists of all hypernyms of all words in the document. After
constructing the document-based taxonomy for all the documents in the corpus, the taxonomies are
joined into a corpus-based taxonomy.

Note that processing each document and constructing the document-based taxonomy is entirely inde-
pendent from other documents, allowing us to process the documents in parallel and join the results
only when constructing the joint corpus-based taxonomy.

During the construction of a document-based taxonomy, document-level term counts are calculated for
each term. For each word t and document D , we count the number ft ,D of times the word or one of its
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hypernyms appeared in a given document D . The obtained counts can be used for feature construction
directly: each term t from the corpus-based taxonomy is associated with a feature, and a document-
level term count is used as the feature value. The current implementation of tax2vec weights the feature
values using the double normalisation TF-IDF metric. For term t , document D and user-selected norm-
alisation factor K , feature value tf-idf(t,D,K) is calculated as follows:

TF-IDF(t , D, K ) =
�

K + (1 � K )
ft ,D

maxf t 02 Dg ft 0,D

�

| {z }
Weighted term frequency

� log
�

N
nt

�

| {z }
Inverse

document frequency

(1)

where ft ,D is the term frequency, normalised by maxf t 02 Dg f (t 0, D), which corresponds to the raw count of
the most common hypernym of words in the document; value N represents the total number of docu-
ments in the corpus, nt denotes the number of document-based taxonomies the hypernym appears in
(i.e. the number of documents that contain a hyponym of t ). Note that the term frequencies are normal-
ised with respect to the most frequently occurring term to prevent a bias towards longer documents. In
the experiments the normalisation constant K was set to 0.5.

The problem with the above presented approach is that all hypernyms from the corpus-based taxonomy
are considered, and therefore, the number of columns in the feature matrix can grow to tens of thou-
sands of terms. Including all these terms in the learning process introduces unnecessary noise, and
unnecessarily increases the spatial complexity. This leads to the need of feature selection to reduce the
number of features to a user-de�ned number (a free parameter speci�ed as part of the input). We next
describe the scoring functions of feature selection approaches considered in this work.

As part of tax2vec, we implemented both supervised (Mutual Information - MI and Personalised PageR-
ank - PPR), as well as unsupervised (Betweenness centrality - BC and term count-based selection)
feature selection methods, discussed below. Note that the feature selection process is conducted ex-
clusively on the semantic space (i.e. on the mapped WordNet terms).

Feature selection by term counts. Intuitively, the rarest terms are the most document-speci�c and could
provide additional information to the classi�er. This is addressed in tax2vec by the simplest heur-
istic, used in the algorithm: a term-count based heuristic that simply takes overall counts of all
hypernyms in the corpus-based taxonomy, sorts them in ascending order according to their fre-
quency of occurrence and takes the top d.

Feature selection using term betweenness centrality. As the constructed corpus-speci�c taxonomy is not
necessarily the same as the WordNet taxonomy, the graph-theoretic properties of individual terms
within the corpus-based taxonomy could provide a reasonable estimate of a term's importance.
The proposed tax2vec implements the betweenness centrality (BC) (Brandes, 2001) measure of
individual terms as the scoring measure. The betweenness centrality is de�ned as:

BC(t ) =
X

u6= v6= t

� uv (t )
� uv

; (2)

where � uv corresponds to the number of shortest paths (see Figure 5) between nodes u and
v, and � uv (t ) corresponds to the number of paths that pass through term (node) t . Intuitively,
betweenness measures the t 's importance in the corpus-based taxonomy. Here, the terms are
sorted in a descending order according to their betweenness centrality, and again, the top d terms
are used for learning.

Feature selection using mutual information. The third heuristic, mutual information (MI) Peng et al. (2005),
aims to exploit the information from the labels, assigned to the documents used for training. The
MI between two random discrete variables represented as vectors Fi and Y (i.e. the i -th hypernym
feature and a target binary class) is de�ned as:

MI (Fi , Y ) =
X

x,y2f 0,1g

p(Fi = x, Y = y) � log2

�
p(Fi = x, Y = y)

p(Fi = x) � p(Y = y)

�
(3)
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Figure 5: An example shortest path. The path coloured red represents the smallest number of edges needed to
reach node C from node A.

where p(Fi = x) and p(Y = y) correspond to marginal distributions of the joint probability distri-
bution of Fi and Y . Note that for this step, tax2vec uses the binary feature representation, where
the TF-IDF features are rounded to the closest integer value (either 0 or 1). This way, only well
represented features are taken into account. Further, tax2vec uses one-hot encoding of target
classes, meaning that each target class vector consists exclusively of zeros and ones. For each of
the target classes, tax2vec computes the mutual information (MI) between all hypernym features
(i.e. matrix X ) and a given class. Hence, for each target class, a vector of mutual information
scores is obtained, corresponding to MI between individual hypernym features and a given target
class.

Finally, tax2vec sums the MI scores obtained for each target class to obtain the �nal vector, which
is then sorted in descending order. The �rst d hypernym features are used for learning. At this
point tax2vec yields the selected features as a sparse matrix, maintaining the spatial complexity
amounting to the number of �oat-valued non-zero entries.

Personalised PageRank-based hypernym ranking. Advances by Kralj et al. (2019); Kralj (2017) in learn-
ing using extensive background knowledge for rule induction explored the use of Personalised
PageRank (PPR) algorithm for node subset selection in semantic search space exploration. In
tax2vec, we use the same idea to prioritise (score) hypernyms in the corpus-based taxonomy.

All the aforementioned steps form the basis of tax2vec, outlined in Algorithm 1. First, tax2vec iterates
through the given labelled document corpus in parallel (lines 3–7). For each document, MaptoTaxonomy
method identi�es a set of disambiguated words and determines their corresponding terms in taxonomy
T (i.e. WordNet) using method m (i.e. Lesk). Term counts are stored for later use (storeTermCounts),
and the taxonomy, derived from a given document (doc) is added to the corpus taxonomy TCORPUS.
Once traversed, the terms present in TCORPUS represent potential features. Term counts, stored for each
document are aggregated into n vectors, where n is the number of documents in the corpus. The result
of this step is a real-valued, sparse matrix (vecSpace), where columns represent all possible terms from
TCORPUS. In the following step, feature selection is conducted. Here, graph-based methods (e.g., BC
and PPR) identify top d terms based on TCORPUS 's properties (lines 9–12), and non-graph methods (e.g.,
MI) is used directly on the sparse matrix to select which d features are the most relevant (lines 13–15).
Finally, selectedFeatures, a matrix of selected semantic features is returned.

4.2.2 Experimental results

As tax2vec serves as a preprocessing method for data enrichment with semantic features, arbitrary
classi�ers can use the resulting semantic features for learning. Note that in the experiments, the �nal
feature space is composed of both semantic and non-semantic (original) features, i.e., the �nal feature
set used for learning is formed after the semantic features have been constructed and selected, by
concatenating the original features and the semantic features. We use the following learners:

PAN 2017 approach. An SVM-based approach that relies heavily on the method proposed by Martinc et
al. (2017) for the author pro�ling task in the PAN 2017 shared task (Rangel et al., 2017). In contrast
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Algorithm 1: tax2vec
Data: Training set documents D, training document labels Ytr , WordNet taxonomy T,

word-to-taxonomy mapping m, feature selection heuristic h, number of selected features d
1 TCORPUS  empty structure;
2 termCounts  empty structure;
3 for doc 2 D (in parallel) do
4 TDOCUMENT  MaptoTaxonomy(doc, T, m);
5 Add storeTermCounts(TDOCUMENT) to termCounts;
6 Add TDOCUMENT to TCORPUS;
7 end
8 vecSpace  TF-IDF(constructTfVectors(D, TCORPUS,termCounts));
9 if h is graph-based then

10 topTerms  selectFeatures(h, TCORPUS, d, optional Ytr );
11 selectedFeatures  select topTerms from vecSpace;
12 end
13 else
14 selectedFeatures selectFeaturesDirectly(h, vecSpace,d ,Ytr );
15 end
16 return selectedFeatures;

Result: d new feature vectors in sparse vector format.

to the original approach, we do not use POS tag sequences as features and a Logistic regression
classi�er is replaced by a Linear SVM. Here, we experimented with the regularisation parameter
C, for which values in range f 1, 20, 50, 100, 200g were tested. This SVM variant is from this point on
referred to as “SVM (Martinc et al.)”. As this feature construction pipeline consists of too many
parameters, we were not able to perform extensive grid search due to computational complexity.
Thus, we did not experiment with feature construction parameters, and kept the con�guration
proposed in the original study.

Linear SVM with automatic feature construction. The second learner is a libSVM linear classi�er (Chang
& Lin, 2011), trained on a prede�ned number of word and character level n-grams, constructed us-
ing Scikit-learn's T�dfVectorizer method. To �nd the best setting, we varied the SVM's C parameter
in range f 1, 20, 50, 100, 200g, the number of word features between f 10000, 50000, 100000, 200000g and
character features between f 0, 30g. Note that the word features were sorted by decreasing fre-
quency. Here, we considered (word) n-grams of lengths between two and six. This SVM variation
is from this point on referred to as “SVM (generic)”. The main difference between “SVM (generic)”
and “SVM (Martinc et al.)” is that the latter approach also considers punctuation-based and suf�x-
based features. Further, it is capable of constructing features that represent document sentiment,
which was proven to work well for social media data sets (e.g., tweets). Finally, Martinc's ap-
proach also accounts for character repetitions and has a parameter for social-media text cleaning
in preprocessing. Note that for both SVM approaches we �ne-tuned the hyperparameter C, as is
common when employing SVMs, and scaled as done in Martinc et al.'s approach. The hyperpara-
meter values govern how penalised the learner is for a mis-classi�ed instance, which is a property
that was shown to vary across data sets (see for example Meyer et al. (2003)).

Hierarchical attention networks (HILSTM). The �rst neural network baseline is the recently introduced
hierarchical attention network (Yang et al., 2016). Here, we performed a grid search over f 64, 128, 256g
hidden layers sizes, embedding sizes of f 128, 256, 512g, batch sizes of f 8, 24, 52g and number of
epochs f 5, 15, 20, 30g.

Deep feedforward neural networks. As tax2vec constructs feature vectors, we also attempted to use
them as inputs for a standard feedforward neural network architecture (LeCun et al., 2015). Here,
we performed a grid search across hidden layer settings: f (128, 64), (10, 10, 10)g (where for example
(128, 64) corresponds to a two hidden layer neural network, where in the �rst hidden layer there
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are 128 neurons and 64 in the second), batch sizes f 8, 24, 52g and the number of training epochs
f 5, 15, 20g.19

In addition to the semantic features constructed by tax2vec, Doc2Vec-based semantic features (Le &
Mikolov, 2014) were used as a baseline in order to allow for a simple comparison between two semantic
feature construction approaches. They were concatenated with the features constructed by Martinc et
al.'s SVM approach, in order to compare the bene�ts merging the BoW-based representations with a
different type of semantic features (embedding-based ones). We set the embedding dimension to 256,
as it was shown that lower dimensional embeddings do not perform well (Pennington et al., 2014).

The experiments were set up as follows. For the drug-related data sets, we used the splits given in
the original paper Grässer et al. (2018). For other data sets, we trained the classi�ers using strati�ed
90% : 10% splits. For each classi�er, 10 such splits were obtained. The measure used in all cases is
F1, where for the multiclass problems (e.g., MBTI), we use the micro-averaged F1. All experiments were
repeated �ve times using different random seeds. The features obtained using tax2vec are used in
combination with SVM classi�ers, while the other classi�ers are used as baselines. 20

The F1 results are presented in Table 3. The �rst observation is that combining BoW-based repres-
entations with semantic features (tax2vec or Doc2Vec) leads to performance improvements in �ve out
of six cases (MBTI being the only data set where no improvement is detected). Tax2vec outperforms
Doc2Vec-based vectors in three out of �ve data sets (PAN 2016 (Age), BBC News and Drugs (effect)),
while Doc2Vec-based features outperform tax2vec on two data sets (PAN 2017 (gender) and Drugs
(Side)).

Table 3: Effect of the added semantic features to classi�cation performance, where all text segments
(tweets/comments per user or segments per news article) are used. The best performing feature se-
lection heuristic for the majority of top performing classi�ers was “rarest terms” or “Closeness centrality”,
indicating that only a handful of hypernyms carry added value, relevant for classi�cation. Note that the
results in the table correspond to the best performing combination of a classi�er and a given heuristic.

# Semantic Learner PAN (Age) PAN (Gender) MBTI BBC News Drugs (effect) Drugs (side)
0 HILSTM 0.422 0.752 0.407 0.833 0.443 0.514
0 SVM (Martinc et al.) 0.417 0.814 0.682 0.983 0.468 0.503
0 SVM (generic) 0.424 0.751 0.556 0.967 0.445 0.462

256 (Doc2Vec) SVM (Martinc et al.) 0.422 0.817 0.675 0.979 0.416 0.523
30 (tax2vec) DNN 0.400 0.511 0.182 0.353 0.400 0.321

10 (tax2vec) SVM (Martinc et al.) 0.445 0.815 0.679 0.996 0.47 0.506
SVM (generic) 0.502 0.781 0.556 0.972 0.445 0.469

25 (tax2vec) SVM (Martinc et al.) 0.454 0.814 0.681 0.984 0.468 0.500
SVM (generic) 0.484 0.755 0.554 0.967 0.449 0.466

50 (tax2vec) SVM (Martinc et al.) 0.439 0.814 0.681 0.983 0.462 0.499
SVM (generic) 0.444 0.751 0.554 0.963 0.446 0.463

100 (tax2vec) SVM (Martinc et al.) 0.424 0.816 0.678 0.984 0.466 0.496
SVM (generic) 0.422 0.749 0.551 0.958 0.443 0.46

500 (tax2vec) SVM (Martinc et al.) 0.383 0.797 0.662 0.975 0.45 0.477
SVM (generic) 0.400 0.724 0.532 0.909 0.424 0.438

1000 (tax2vec) SVM (Martinc et al.) 0.368 0.783 0.647 0.964 0.436 0.466
SVM (generic) 0.373 0.701 0.512 0.851 0.407 0.420

When it comes to tax2vec, up to 100 semantic features aid the SVM learners to achieve better accuracy.
The most apparent improvement can be observed for the case of PAN 2016 (Age) data set, where the
task was to predict age. Here, 10 semantic features notably improved the classi�ers' performance
(up to approximately 7% for SVM (generic)). Further, a minor improvement over the state-of-the-art
was also observed on the PAN 2017 (Gender) data set and the BBC news categorisation (see results
for SVM (Martinc et al.)). Hierarchical attention networks outperformed all other learners for the task

19The two deep architectures were implemented using TensorFlow (Abadi et al., 2015), and trained using a Nvidia Tesla K40
GPU. We report the best result for top 30 semantic features with the rarest terms heuristic.

20Note that simple feedforward neural networks could also be used in combination with hypernym features—we leave such
computationally expensive experiments for further work.
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Table 4: Most informative features in the BBC News data set with respect to the target class (ranked by MI)—
Classes represent news topics). Individual target classes are sorted according to a descending mutual
information with respect to a given feature.

Sorted target class-mutual information pairs
Semantic feature Average MI Class 1 Class 2 Class 3 Class 4

tory.n.03 0.057 politics:0.14 entertainment:0.05 business:0.03 sport:0.01
movie.n.01 0.059 business:0.14 politics:0.04 entertainment:0.04 sport:0.02

conservative.n.01 0.061 politics:0.15 entertainment:0.05 business:0.03 sport:0.01
vote.n.02 0.061 business:0.15 entertainment:0.04 politics:0.04 sport:0.02

election.n.01 0.063 entertainment:0.16 business:0.05 politics:0.04 sport:0.0
topology.n.04 0.063 entertainment:0.16 business:0.05 politics:0.04 sport:0.0

mercantile_establishment.n.01 0.068 politics:0.17 business:0.07 entertainment:0.03 sport:0.01
star_topology.n.01 0.069 politics:0.17 business:0.07 entertainment:0.03 sport:0.01

rightist.n.01 0.074 politics:0.18 business:0.06 entertainment:0.04 sport:0.01
marketplace.n.02 0.087 entertainment:0.22 business:0.06 politics:0.05 sport:0.01

of side effects prediction, yet semantics-augmented SVMs outperformed neural models when general
drug effects were considered as target classes. Similarly, no performance improvements were offered
by tax2vec on the MBTI data set.

As discussed in the previous sections, tax2vec selects a set of hypernyms according to a given heuristic
and uses them for learning. One of the key bene�ts of such approach is that the selected semantic
features can easily be inspected, hence potentially offering interesting insights into the semantics, un-
derlying the problem at hand. We discuss here a set of 30 features which emerged as relevant according
to the “mutual information” heuristic when the BBC News data set was considered. Here, tax2vec was
trained on 90% of the data, the rest was removed (test set). The features and their corresponding mutual
information scores are shown in Table 4.

We can observe that the “sport” topic (BBC data set) is not well associated with the prioritised fea-
tures. On the contrary, terms such as “rightist” and “conservative” emerged as relevant for classifying
into the “politics” class. Similarly, “marketplace” for example, appeared relevant for classifying into the
“entertainment” class.

We repeated a similar experiment using the “rarest terms” heuristic. The terms which emerged are:

'problem.n.02', 'question.n.02', 'riddle.n.01', 'salmon.n.04', 'militia.n.02',
'orphan.n.04', 'taboo.n.01', 'desertion.n.01', 'dearth.n.02', 'out�tter.n.02',
'scarcity.n.01', 'vasodilator.n.01', 'dilator.n.02', '�uoxetine.n.01', 'high
blood pressure.n.01', 'amlodipine besylate.n.01', 'drain.n.01', 'imperative
mood.n.01', '�uorescent.n.01', 'veneer.n.01', 'autograph.n.01', 'oak.n.02',
'layout.n.01', 'wall.n.01', '�rewall.n.03', 'workload.n.01', 'manuscript.n.02',
'cake.n.01', 'partition.n.01', 'plasterboard.n.01'

Even if the feature selection method is unsupervised (not directly associated to classes), we can imme-
diately observe that the features correspond to different topics, ranging from medicine (e.g., “high blood
pressure”), politics (e.g., “militia”) to food(e.g., “cake”) and more, indicating that the rarest hypernyms
are indeed diverse and as such potentially useful for the learner.

The results suggest that tax2vec could potentially also be used to inspect the semantic background of
a given data set directly, regardless of the learning task.

4.2.3 Extensions and further work

The current version of tax2vec is one of the �rst approaches that explored how unsupervised feature
ranking can aid in selection of potentially useful semantic space for a given down-stream learning task.
However, multiple aspects could be further developed, and are discussed next. First, tax2vec focuses
on the english domain, albeit taxonomies can span across languages or are available for a different
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language entirely. As such, tax2vec shall be extended to perform in cross-lingual setting by exploiting
multilingual taxonomies, into which tokens from a given language can be mapped. As such, tax2vec
could be applied to texts in arbitrary languages, extending its functionality signi�cantly. Further, the
cross-lingual embeddings could be used alongside the remainder of the feature space, potentially im-
proving the performance, as the inclusion of BoW, semantic and latent features could capture various
aspects of a given document, from character level morphological features to semantic context. As such,
tax2vec could aid in development of approaches suitable for low resource learning.

4.3 Language variety classi�cation

Task 4.1 aims to develop news linking methods capable of linking news stories from different languages
and media sources. The problems arises if the source media outlet or country of a speci�c news story
is unknown or uncon�rmed, which is not uncommon due to recent rise of fake news and misinformation
(Lazer et al., 2018). This phenomenon makes the analysis of the differences in news reporting in
different countries unreliable ans is especially detrimental for Embeddia languages that are spoken in
more than one country, since the reporting in different political and cultural entities can differ signi�cantly.
We tackled the problem of differentiating between similar language varieties and similar languages in
the study by Martinc & Pollak (2019), presented below and included in full in Appendix B.

4.3.1 Language variety classi�er architecture

The related work on language variety classi�cation (Belinkov & Glass, 2016; Bjerva, 2016) indicates that
using character-level CNNs might be the most promising neural approach to the task of discriminating
between similar languages. CNNs are able to identify important parts of a text sequence by employing
a max-over-time pooling operation (Collobert et al., 2011), which keeps only the character sequences
with the highest predictive power in the text. These sequences of prede�ned lengths resemble character
n-grams, which were used in nearly every winning approach in the past language variety shared task
(Zampieri et al., 2017; Malmasi et al., 2016; Rangel et al., 2017), but the CNN approach also has the
advantage over the traditional bag-of-n-grams (BON) approaches, that it preserves the order in which
these text areas with high predictive power appear in the text.

On the other hand, its main disadvantage could be the lack of an effective weighting scheme that
would be capable of determining how speci�c these character sequences are for every input document.
The data is fed into a neural classi�er in small batches, therefore it is impossible for it to obtain a
somewhat global view on the data and its structure, which is encoded in the more traditional TF-IDF
(or BM25 (Robertson & Zaragoza, 2009)) weighted input matrix. Another intuition that might explain
the usefulness of weighting schemes for the speci�c task of language variety classi�cation is related to
named entities, for which it was shown in the past shared tasks that they in many cases re�ect the origin
of the text (Zampieri et al., 2015). The hypothesis is that these entities are quite rare and somewhat
document speci�c and are therefore given large weights by different weighting schemes, encouraging
the classi�er to pay attention to them. The importance of choosing an effective weighting scheme on the
task of discriminating between similar languages is also emphasised in the research by Bestgen (2017),
the winner of the VarDial 2017 DSL task, who managed to gain some performance boost by replacing
the TF-IDF weighting scheme with BM25.

Our architecture (visualised in Figure 6) builds on these �ndings from the literature and is in its essence
an effective hybrid between a traditional feature engineering approach, which relies on different kinds of
BON features, and a newer neural feature engineering approach to text classi�cation. This combination
of two distinct text classi�cation architectures is capable of leveraging character-level and more global
document/corpus-level information and achieving synergy between these two data �ows. The main idea
is to improve on standard CNN approaches by adding an additional input to the network that would
overcome the lack of an effective weighting scheme. Therefore, the text is fed to the network in the form
of two distinct inputs (as presented in Figure 6):
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Figure 6: System architecture: layer names and input parameters are written in bold, layer output sizes are written
in normal text, msl stands for maximum sequence length and csl stands for concatenated sequence
length.

• Char input: Every document is converted into a numeric character sequence (every character
is represented by a distinct integer) of length corresponding to the number of characters in the
longest document in the train set (zero value padding is added after the document character
sequence and truncating is also performed at the end of the sequence if the document in the
validation or test set is too long).

• TF-IDF/BM25 matrix : We explore the effect of two distinct weighting schemes on the performance of
the classi�er, therefore input dataset is converted into a matrix of either TF-IDF or BM25 weighted
features with a T�dfVectorizer from ScikitLearn (Pedregosa et al., 2011) or our own implementation
of the BM25Vectorizer. The matrix is calculated on character n-grams of sizes three, four, �ve and
six with a minimum document frequency of �ve and appearing in at most thirty percent of the
documents in the train set. Sublinear term frequency scaling is applied in the term frequency
calculation when T�dfVectorizer is used and for BM25 weighting parameters b and k1 are set to
0.75 and 1.2 respectively, same as in Bestgen (2017).

The architecture for processing Char input is a relatively shallow character-level CNN with randomly
initialised embeddings of size msl � 200, where msl stands for maximum sequence length. Assuming that w
is a convolutional �lter, b is a bias and f a non-linear function (a recti�ed linear unit ( ReLU) in our case),
a distinct character n-gram feature ci is produced for every possible window of h characters xi :i + h� 1 in
the document as follows:
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ci = f (w � xi :i + h� 1 + b)

In the �rst step, we employ two parallel convolutional layers (one having a window of size four and the
other of size �ve), each of them having 172 convolutional �lters. These layers return two feature maps
of size (msl � ws+ 1) � 172, where ws is the window size. Batch normalisation and max-over-time pooling
operations are applied on both feature maps in order to �lter out features with low predictive power.
These operations produce two matrices of size (msl � ws + 1) =mws � 172, where sizes of max-pooling
windows (mws) correspond to convolution window sizes. Output matrices are concatenated and the
resulting matrix is fed into a second convolutional layer with 200 convolutional �lters and window size
�ve. Batch normalisation and max-over-time pooling are applied again and after that, we conduct a
dropout operation on the output of the layer, in which forty percent of input units are dropped in order
to reduce over�tting. Finally, the resulting output is �attened (changed from a two-dimensional to a
one dimensional vector) and passed to a Concatenation layer, where it is concatenated with the input
TF-IDF/BM25 matrix. The resulting concatenation is passed on to a fully connected layer (Dense) with a
ReLU activation layer and dropout is conducted again, this time on the concatenated vectors. A �nal
step is passing the resulting vectors to a dense layer with a Softmax activation, responsible for producing
the �nal probability distribution over language variety classes.

4.3.2 Experiments

We tested the proposed approach on the DSLCC v4.0 (Tan, Zampieri, Ljubešic, & Tiedemann, 2014)21

corpus used in the VarDial 2017 DSL shared task (Zampieri et al., 2017) (Corpus statistics are presen-
ted in Table 5). The corpus contains 294 000 short excerpts of news texts divided into six distinct
language groups (Slavic, Indonesian and Malay, Portuguese, Spanish, French and Farsi) and covering
fourteen language varieties in total: Bosnian, Croatian and Serbian; Malay and Indonesian; Persian and
Dari; Canadian and Hexagonal French; Brazilian and European Portuguese; Argentine, Peninsular and
Peruvian Spanish. Each language contains 20,000 documents for training (out of which 2000 are to be
used as a validation set) and 1000 for testing.

Table 5: DSLCC v4.0 corpus

DSLCC v4.0
Language/Variety Class Train inst. Train tokens Test inst. Test tokens
Bosnian bs 20 000 716 537 1 000 35 756
Croatian hr 20 000 845 639 1 000 42 774
Serbian sr 20 000 777 363 1 000 39 003
Indonesian id 20 000 800 639 1 000 39 954
Malay my 20 000 591 246 1 000 29 028
Brazilian Portuguese pt-BR 20 000 907 657 1 000 45 715
European Portuguese pt-PT 20 000 832 664 1 000 41 689
Argentine Spanish es-AR 20 000 939 425 1 000 42 392
Castilian Spanish es-ES 20 000 1 000 235 1 000 50 134
Peruvian Spanish es-PE 20 000 569 587 1 000 28 097
Canadian French fr-CA 20 000 712 467 1 000 36 121
Hexagonal French fr-FR 20 000 871 026 1 000 44 076
Persian fa-IR 20 000 824 640 1 000 41 900
Dari fa-AF 20 000 601 025 1 000 30 121
Total 280 000 8 639 459 14 000 546 790

We chose to use a two-step approach, as �rst proposed by Goutte et al. (2014):

21The corpus is publicly available at http://ttg.uni-saarland.de/resources/DSLCC/

25 of 145



ICT-29-2018 D4.2: Initial multilingual linking technology

1. The general classi�er is trained to identify the language group for every speci�c document. For
this step, the input TF-IDF/BM25 matrix is calculated only on the word bound character n-grams22

of sizes three, four and �ve with a minimum document frequency of �ve and appearing in at most
thirty percent of the documents in the train set. This con�guration produces a TF-IDF/BM25 matrix
of smaller size than if the con�guration for the TF-IDF/BM25 matrix, described in Section 4.3.1,
was used. This size reduction was chosen because distinguishing between different language
groups is not a dif�cult problem, therefore this parameter reduction does not in�uence performance
but it reduces the execution time.

2. We train six different classi�cation models, one for each language group. After being classi�ed
as belonging to a speci�c language group by the general classi�er in Step 1, the documents are
assigned to the appropriate classi�er for predicting the �nal language variety.

Since NLP tools and resources such as part-of-speech taggers, pretrained word embeddings, word
dictionaries and tokenizers might not exist for some under-resourced languages, we also believe that
an architecture which does not require language speci�c resources and tools, apart from the training
corpus, might be more useful and easier to use in real-life applications. For this reason, our system
does not require any additional resources and the conducted preprocessing procedure is light23.

We show (see Table 6) that the proposed architecture is generic enough to outperform the winning
approach of VarDial 2017 on all of the language groups without any language group speci�c parameter
or architecture tweaking. In contrast, most of the approaches of the VarDial 2017 DSL shared task
resorted to language-group speci�c optimisation, as getting even the slightest possible performance
boost by employing this tactic was important due to the competitive nature of shared tasks.

We conducted an extensive grid search on the DSLCC v4.0 in order to �nd the best hyperparameters
for the model. All combinations of the following hyperparameter values were tested before choosing the
best combination, which is written in bold in the list below and presented in Section 4.3.1:

• Learning rates: 0.001, 0.0008, 0.0006, 0.0004, 0.0002

• Number of parallel convolutions with different �lter sizes: [3] [4], [3,4], [4,5] , [5,6], [6,7], [3,4,5],
[4,5,6], [5,6,7], [3,4,5,6], [4,5,6,7], [3,4,5,6,7]

• Character embedding sizes: 100, 200, 400

• Dense layer sizes: 128, 256, 512

• Dropout values: 0.2, 0.3, 0.4, 0.5

• Number of convolutional �lters in the �rst convolution step: 156, 172, 200

• Number of convolutional �lters in the second convolution step: 156, 172, 200

• Size of a max-pooling window in the second convolution step: 10, 20, 40, 60

• BON n sizes: [3] [4] [3,4], [4,5], [5,6], [6,7], [3,4,5], [4,5,6], [5,6,7], [3,4,5,6] , [4,5,6,7], [3,4,5,6,7]

• Minimum document frequency of an n-gram in the TF-IDF/BM25 matrix: [2], [5] , [10]

• BM25 b parameter: 0.5, 0.75, 1.0

• BM25 k1 parameter: 1.0, 1.2, 1.4

The hyperparameters, which in�uenced the performance of the network the most, were the learning
rate, CNN �lter sizes, size of the max-pooling window, BON n size and a minimum document frequency
of n-grams. Too many parallel convolutions, small sizes of the max-pooling window and low minimum
document frequency of n-grams showed tendency towards over�tting, especially when used together

22Word bound character n-grams are made only from text inside word boundaries, e.g., a sequence this is great would produce
a word bound character 4-gram sequence this, is__, grea, reat, in which _ stands for empty space character.

23We only replace all email addresses in the text with EMAIL tokens and all URLs with HTTPURL tokens by employing regular
expressions. Even if this might not be relevant to all of the corpora, we keep the preprocessing unchanged for all the settings.
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in combination. In general, we noticed quite a strong tendency towards over�tting no matter the hyper-
parameter combination, which could be to some extent the consequence of feeding a high dimensional
TF-IDF/BM25 matrix to the network, which greatly increases the number of network parameters. We
noticed that a combination of a relatively small learning rate and a large dropout worked best to counter
this tendency.

Another thing we noticed is that using exactly the same con�gurations of convolutional �lter sizes and
n-gram sizes negatively affected the performance, which was slightly improved when the con�gurations
did not completely overlap. The hypothesis is that synergy between two data �ows is less effective if
the information in these two data �ows is too similar. The validation set results did however show that
con�gurations containing 4- and 5-grams and �lter sizes of 4 and 5 in general worked better than other
con�gurations for DSLCC v4.0 classi�cation, therefore these con�gurations were used in both data �ows
despite the overlap.

We use the Python Keras library (Chollet et al., 2015) for the implementation of the system. For op-
timisation, we use an Adam optimiser (Kingma & Ba, 2014) with a learning rate of 0.0008. For each
language variety in the DSLCC v4.0, the model is trained on the train set for twenty epochs and tested
on the validation set after every epoch.

Table 6 presents the results achieved by our neural classi�er on the DSLCC v4.0 corpus in comparison
to the winner of the VarDial 2017 DSL shared task (Bestgen, 2017) in terms of weighted F1, micro F1,
macro F1 and accuracy measures. The �rst step of the two-step classi�cation approach, distinguishing
between different language groups (All-language groups (TF-IDF) and All-language groups (BM25) rows in
Table 6), proved trivial for the system, which achieved almost perfect weighted F1 score and misclas-
si�ed only twenty-seven documents out of 14 000 in the test set when TF-IDF weighting scheme was
used and twenty-nine documents when BM25 weighting scheme was used.

Table 6: Results of the proposed language variety classi�er on the DSLCC v4.0 for different language groups, as
well as for the discrimination between language groups (All-language groups). Also the results for all
language varieties (All-language varieties) are provided, for which a comparison with the of�cial VarDial
2017 winners is made. Results for both weighting schemes, TF-IDF and BM25, are reported separately.

Language group (weighting) F1 (weighted) F1 (micro) F1 (macro) Accuracy
All-language groups (TF-IDF) 0.9981 0.9981 0.9980 0.9981
All-language groups (BM25) 0.9979 0.9979 0.9980 0.9980
Spanish (TF-IDF) 0.9136 0.9140 0.9136 0.9140
Spanish (BM25) 0.9042 0.9047 0.9042 0.9047
Slavic (TF-IDF) 0.8645 0.8650 0.8645 0.8650
Slavic (BM25) 0.8752 0.8753 0.8752 0.8753
Farsi (TF-IDF) 0.9685 0.9685 0.9685 0.9685
Farsi (BM25) 0.9690 0.9690 0.9690 0.9690
French (TF-IDF) 0.9570 0.9570 0.9570 0.9570
French (BM25) 0.9545 0.9545 0.9545 0.9545
Malay and Indonesian (TF-IDF) 0.9855 0.9855 0.9855 0.9855
Malay and Indonesian (BM25) 0.9860 0.9860 0.9860 0.9860
Portuguese (TF-IDF) 0.9480 0.9480 0.9480 0.9480
Portuguese (BM25) 0.9460 0.9460 0.9460 0.9460
All-language varieties (TF-IDF) 0.9310 0.9312 0.9310 0.9312
All-language varieties (BM25) 0.9304 0.9305 0.9304 0.9305
VarDial 2017 winner (Bestgen, 2017) 0.9271 0.9274 0.9271 0.9274

The results for the second step of the two-step classi�cation approach indicate that the dif�culty of dis-
tinguishing language varieties within different language groups varies. The system had most dif�culties
with distinguishing between different Slavic languages, where it achieved by far the worst results with
an weighted F1 of 0.8645 when TF-IDF weighting scheme was employed and about one percentage
point better results when BM25 weighting was used. The second most dif�cult were Spanish variet-
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ies. We should point out that this comes as no surprise, since Slavic and Spanish languages groups
were the only two groups that contained three varieties, while the other groups in DSLCC v4.0 con-
tained two varieties. The system had least problems with distinguishing between Malay and Indonesian
languages.

When it comes to comparing two weighting schemes, there is no clear overall winner. The biggest
differences in performance are on Spanish varieties, where TF-IDF weighting outperforms BM25 by
about one percentage point according to every measure, and on Slavic varieties, where BM25 weighting
outperforms TF-IDF by a very similar margin. The differences on other varieties are smaller, ranging
from 0.005 on Farsi and Malay and Indonesian varieties to 0.020 on Portuguese varieties.

4.3.3 Error analysis

We conducted a manual error analysis on the misclassi�ed Slavic documents 24 in order to get a clearer
picture about what kind of documents are the hardest to classify. Misclassi�ed documents were manu-
ally grouped into four classes according to the number and type of named entities found in the docu-
ment:

• No named entities : Documents without any named entities

• Misleading named entities : Documents containing any named entities (e.g., names of regions,
cities, public �gures...) originating from a country with the of�cial language variety corresponding
to one of the two possible incorrect language varieties (e.g., a document labelled as Serbian
containing the word Zagreb, which is the capital of Croatia, would be put into this class).

• Clarifying named entities : Documents containing named entities originating from a country with the
of�cial language variety being the correct language variety and containing no misleading entities.

• Unrelated named entities : Documents containing only named entities that are not originating from
any of the countries speaking target language varieties (e.g., a document containing only the
named entity Budapest would be classi�ed into this category).

Results of the analysis are presented in Table 7. The results show that a large portion of misclassi�ed
documents (73%) either contain no named entities (36%) or contain only unrelated named entities
(37%), which might make them harder to classify, although we can not claim that for sure, since we do
not know the distribution of these classes across the entire test set. 17% of the documents on the other
hand contain misleading named entities that could in�uence the classi�er prediction. There are also 41
documents (10%) containing only clarifying named entities that would be easily classi�ed correctly by
any human annotator with some basic background knowledge about Serbia, Bosnia and Croatia. This
suggests that there is still some room for improvement for the developed classi�er.

Table 7: Results of the error analysis on 405 misclassi�ed Slavic documents.

Group Num. doc. Prop. of doc. Avg. doc. length
No named entities 144 0.36 26.94
Misleading named entities 70 0.17 40.96
Clarifying named entities 41 0.10 34.96
Unrelated named entities 150 0.37 33.17
All misclassi�ed 405 1.00 32.48

Another �nding is that misclassi�ed documents are in average shorter (32.48 words long) than an aver-
age document from a Slavic language group (39.18 words long), suggesting that shorter documents are
harder to classify by the classi�er due to less available information. We can also see that the only group
containing documents with similar length as the whole test set are documents containing misleading

24Error analysis was conducted on documents misclassi�ed by the system that employed TF-IDF weighting scheme.
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named entities (40.96 words long), which suggests that the classi�er does somewhat rely on named
entities during the prediction process.

5 Cross-lingual news linking
In this section, we compare a number of methods for cross-lingual news linking. We explore some
methods not based on topic models and then describe how multilingual topic models can be applied to
the task. In Section 5.4, we compare the approaches in the cross-lingual document retrieval (CLDR)
task.

5.1 Initial document linking methods

We have explored two cross-lingual document linking methods that are not based on topic models.
First is the multilingual embedding-based method where document embeddings are built by taking the
sum of the embeddings of the words in the document weighted by frequency. Since the embeddings are
multilingual, the resulting document embeddings will also be multilingual. Then to �nd similar documents
across languages, we rank the candidate documents according to their cosine similarity to the query
document. This method has been used in (Litschko et al., 2018, 2019; Josifoski et al., 2019).

The next method we explored is the cross-lingual distance metric presented by Balikas et al. (2018).
The authors propose the Wasserstein distance to compute distances between documents from different
languages. Each document is a set of cross-lingual word embeddings and each word is associated with
some weight, such as its term frequency inverse document frequency (TF-IDF). The Wasserstein dis-
tance is then the minimum cost of transforming all the words in a query document to the words in a target
document. They then demonstrate that using a regularised version of the Wasserstein distance makes
the optimisation problem faster to solve and, more importantly, allows multiple associations between
words in the query and target documents.

5.2 Topic models

Topic models capture themes inherent in document collections through the co-occurrence patterns of
the words in documents. Latent Dirichlet Allocation (LDA) (Blei et al., 2003) is a popular method for
inferring these themes or topics. It is generative document model where a document is described by a
mixture of different topics and each topic is a probability distribution over the words in the vocabulary.
In a document collection we can only observe the words in a document. Therefore, training a model
involves inferring these latent variables through approximate inference methods.

A limitation of LDA topic modelling is that it is not applicable to multilingual data. LDA captures co-
occurrences of words in documents and words from different languages would rarely, if ever, occur in
the same document regardless of their semantics. Multilingual topic models are developed to capture
cross-lingual topics from multilingual datasets.

Polylingual Topic Model (PLTM) (Mimno et al., 2009) is a multilingual topic model that extends LDA for
an aligned multilingual corpus. Instead of running topic inference on individual documents as in LDA,
PLTM infers topics for tuples of documents, where each document in the tuple is in a different language.
PLTM assumes that the documents of a tuple discuss the same subject broadly and therefore share the
same document-topic distribution.
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5.3 Cross-lingual news linking with topic models

In our work on cross-lingual news article linking with topic models, we trained a polylingual topic model
(PLTM) using a theme-aligned corpora from two languages. After the topic model is trained, we infer
document-topic distributions (which we will refer to as the document vector) for unseen articles from
both languages. This work has been published in a workshop proceedings (Zosa et al., 2020) and is
included in Appendix A.

To �nd articles in the target language related to a query article in the query language, we take the
Jensen-Shannon (JS) divergence between the document-topic distributions of the query article and
each of the candidate articles in the target set. The candidate articles are then ranked in ascending
order (lower divergence has higher rank) and the top-n ranked articles are returned as the related
articles. This approach is similar to what is described in (De Smet & Moens, 2009).

We compared this topic model-based approach with other approaches from literature that use cross-
lingual document embeddings (Cr5) (Josifoski et al., 2019) and document distance measures (Wasserstein )
(Balikas et al., 2018).

5.3.1 Dataset

We evaluate using a dataset of Finnish and Swedish news articles published by the Finnish broadcaster
YLE and freely available for download from the Finnish Language Bank 25. The articles are from 2012-
18 and are written separately in the two languages (not translations and not parallel). This dataset
contains 604,297 articles in Finnish and 228,473 articles in Swedish. Each article is tagged with a set
of keywords describing the subject of the article. These keywords were assigned to the articles by a
combination of automated methods and manual curation.

To build a topically aligned corpus for training PLTM, we match a Finnish article with a Swedish article
if they were published within two days of each other and share three or more keywords. As a result no
Finnish article is matched with more than one Swedish article and vice-versa so that we have a set of
aligned unique article pairs. We have used this method in the past to train multilingual dynamic topic
models (Zosa & Granroth-Wilding, 2019), see Appendix C.

To build a corpus of related news articles for testing, we associate one Finnish article with one or more
Swedish articles if they share three or more keywords and if the articles are published in the same
month. From this we create three separate test sets: 2013, 2014, and 2015. For each month, we take
100 Finnish articles to use as queries, providing all of the related Swedish articles as a candidate set
visible to the models. In this report, we show only the results for the 2013 test set which has 1.3K
articles in the candidate set and on average each Finnish article is related to 19.5 Swedish articles (for
the complete results and more statistics about the dataset see Appendix A.

5.3.2 Training the PLTM

We use our in-house implementation of PLTM which uses Gibbs sampling for inference. We use 1,000
iterations for burn-in and then infer vectors for unseen documents by sampling every 25th iteration
for 200 iterations. To obtain distances between documents, we compute the Jensen-Shannon (JS)
divergence between the document-topic distributions of the query document and each of the candidate
documents. We trained our model for 100 topics.26

25https://www.kielipankki.fi/corpora/
26Source code available on https://github.com/ezosa/cross-lingual-linking
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Table 8: Precision at k and MRR of cross-lingual linking of related news articles obtained by three stand-alone
models and four ensemble models.

Measure: P@1 P@5 P@10 MRR

PLTM 21.8 18.2 16.3 31.6
Wass 21.1 13.7 11.3 30.8
Cr5 32.5 24.5 21.2 41.7
PLTM_Wass 24.6 21.3 19.1 35.2
Cr5_Wass 35.4 27.4 23.2 45.2
PLTM_Cr5 36.4 28.2 24.4 46.6
PLTM_Cr5_Wass 40.7 30.7 26.3 50.3

Table 9: Mean Spearman correlation of the ranks of candidate documents for each pair of models.

Model pair Correlation
PLTM, Wass -0.039
Cr5, Wass 0.128
PLTM, Cr5 0.156

5.4 Results

Table 8 shows the results for each model and ensemble on each of the three test sets, reporting the
precision of the top-ranked k results and mean reciprocal rank (MRR). Cr5 is the best-performing stand-
alone model by a large margin. Cr5 was originally designed for creating cross-lingual document embed-
dings by classifying Wikipedia documents according to concepts. We did not retrain it for our particular
task. Nevertheless, using these pre-trained word embeddings we were able to retrieve articles that
discuss similar subjects in this different domain.

Cr5 outperforms PLTM on its own. One reason may be that 100 topics are too few. We chose this
number because it seemed to give topics that are speci�c enough for short articles but still broad enough
that they could reasonably be used to describe similar articles. Another drawback of PLTM is that it does
not handle out-of-vocabulary words so there might be signi�cant terms (such as named entities) in the
test set that was not part of its training vocabulary and is disregarded during testing.

Wasserstein distance is the worst-performing of the standalone models. A possible reason is that it
attempts to transform one document to another and therefore favours documents that share a similar
vocabulary to the query document. The technique might be suitable for matching Wikipedia articles (the
dataset used in the original paper) because they talk about the same subject at a �ne-grained level and
use similar words, whilst in our task the goal is to make broader connections between documents.

We created ensemble models by averaging the document distances from the stand-alone models and
ranking candidate documents according to this score. We construct four ensemble models by combining
each pair of models, as well as all three: PLTM_Wass ; Cr5_Wass ; PLTM_Cr5 ; and PLTM_Cr5_Wass .

Combining all three models performs best overall. This tells us that each model sometimes �nds relevant
documents not found by the other models. The correlation of candidate document rankings between the
different methods is quite low (see Table 9 and Figure 7). We computed the Spearman correlations
between the ranks of the candidate documents produced by each pair of models for each of the queries
(query documents) in our test set. As can be seen in the table the correlations are rather low (close
to zero for PLTM_Wass and Cr5_Wass), which means that they retrieve documents based on different
principles.
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Figure 7: Spearman correlations of the candidate document rankings produced by each pair of models.

5.4.1 Experiments with Embeddia datasets

We experimented with applying PLTM to datasets from some of the Embeddia partners, speci�cally,
the Finnish news articles from STT and Estonian articles from Ekspress Meedia (ExM). Since these
articles are not tagged with the same sort of keywords as in the Yle articles that we used to build an
aligned corpus, we built an aligned corpus by pairing documents from each language based on the
cosine similarity of their cross-lingual document embeddings (see Section 5.1). For this experiment, we
included only articles from 2015-2018 and article pairs that have a cosine similarity of more than 0.5.
This gave us a corpus size of 31,324 aligned articles. We trained PLTM for 20 topics with this corpus.
In Figures 8, 9 and 10, we show some topic word clouds from some of the resulting topics.

6 Associated outputs
The work described in this deliverable has resulted in the following resources:

Description URL Availability
Code for ML-DTM https://github.com/e/multilingual_dtm Public

Code for CLDR evaluation https://github.com/ezosa/cross-lingual-linking Public
Code for language variety http://source.ijs.si/mmartinc/NLE_2017/ Public

Code for SRNA https://gitlab.com/skblaz/srna Public
Code for tax2vec https://github.com/SkBlaz/tax2vec Public

Parts of this work are also described in detail in the following publications.
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