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1 Introduction
This deliverable reports on the results achieved in cross-lingual news summarisation and visualisation
performed in Task T4.2 of the EMBEDDIA project. This task, which began in M7, is concerned with the
development of textual and visual language-independent multi-document news summarisation technolo-
gies. The technologies developed in this task enable the summarisation of multilingual news corpora
using both contrastive and abstractive techniques along with interactive visual summerization of the
corpora content.

In the �rst deliverable for this task, D4.3, we reported on our initial contrastive cross-lingual text summari-
sation technique, a visualisation approach to corpus summarisation based on concordance analysis, a
graph based visualisation of topics and related terminology which can serve as a visual summary of the
topic structure in a corpus, and a prototype temporal topic summarisation visualisation for tracing topic
distribution and keywords over time,

In this M33 report, our research on cross-lingual text summarisation and visual summarisation is pre-
sented. The work described here does not include work prior to M18, which is described in deliverable
D4.3.

In the literature, there are different types of summarisation strategies, based on the type of generated
summary: extractive (Litvak & Last, 2013; Saini, Saha, Chakraborty, & Bhattacharyya, 2019; Y. Zhang,
Er, Zhao, & Pratama, 2016), abstractive (W. Li & Zhuge, 2019; J. Zhang, Zhou, & Zong, 2016; Duan,
Yin, Zhang, Chen, & Luo, 2019; Ladhak, Durmus, Cardie, & McKeown, 2020; Zhu, Zhou, Zhang, &
Zong, 2020; Rudra, Goyal, Ganguly, Imran, & Mitra, 2019; K. Yao et al., 2018), and compressive
(Linhares Pontes, Huet, Torres-Moreno, & Linhares, 2020). The extractive summarisation technique
works by extracting the most relevant sentences from the document. The abstractive summarisation
techniques rebuild the contents to generate new sentences. In other words, abstractive summarisation
requires the concept of the natural language understanding and generation (Mills & Bourbakis, 2013) to
form a summary. Compressive approaches generate a summary by removing non-relevant information
from the sentences (Vanetik, Litvak, Churkin, & Last, 2020).

The text summarisation work presented in Section 2 focuses on the generation of cross-lingual sum-
maries using a novel method based on sentence selection, i.e. we present a novel compressive and
extractive summarisation method. The technique is designed to reduce redundancy and improve the
informativeness of cross-lingual summaries. An evaluation of the technique was found to outperform
baseline results for the tested low-resourced languages. This work is currently under review and is
presented in detail here.

In Section 3, a text summarisation technique based on neural cross-lingual abstractive methods is
described. The solution makes use of a pretrained English model, which is �ne-tuned to the target
Slovene language.The technique was evaluated using both quantitative and human evaluation. Both the
readability and accuracy of the generated summaries were found to be acceptable in this low-resourced
language setting. The publication associated with this work is available in Appendix A.

In Section 4, our corpus summarisation visualisation TeMoTopic is described. This approach summarises
corpus contents in terms of temporal topic slices and keywords. It enables interactive exploration of
the associated documents with both the topics and keywords. This provides a summary overview of
the corpus topics and the document details on demand. The publication associated with this work is
provided in Appendix B.

We conclude the deliverable in Section 5. The �nal Section 6 contains the associated outputs of the
work done within T4.2. All articles published as part of the task are enclosed in the appendices.

6 of 63



ICT-29-2018 D4.6: Cross-lingual news summarisation and visualisation

2 Extractive and Compressive Text Summarisation
This section focuses on extractive and compressive summarisation, as abstractive summarisation re-
quires labeled corpora for training and understanding of natural language generation (McDonald, 2010;
Mills & Bourbakis, 2013) and is covered in Section 3.

Nowadays, a wide variety of digital information from books, published articles, video or audio, is available
online and keeps on increasing day by day (X. Li, Du, & Shen, 2012). For the lack of time, it becomes
challenging for the readers to go through all such information to keep them up-to-date in a given topic
of interest, which becomes even harder if the information is available only in unknown languages to the
reader. To deal with these challenges, novel Cross Language Text Summarisation (CLTS) is required,
which—from a given document or a set of documents in the source language—aims to generate a
summary in a target language different from the source language (Zhu et al., 2019; J. Zhang et al.,
2016).

Most of the existing CLTS systems (Wan, 2011; Jhaveri, Gupta, & Varma, 2019; Linhares Pontes et
al., 2020; J. Zhang et al., 2016) have been proven powerful but failed to consider multiple perspectives
together to improve the quality of the summary. For example, in a recent paper, Linhares Pontes et
al. (2020) �rst select the sentences based on their highest score obtained using cross-language in-
formation access (called CoRank score (Wan, 2011)) and then replace them by their compression if
available. Moreover, the abstractive CLTS systems (J. Zhang et al., 2016) use large annotated corpora
for training, which is time-consuming. Here, the CLTS task is posed as a subset of the sentence se-
lection problem. Recent studies show that for any subset selection problem, the multi-objective version
outperforms the single objective version (Y. Zhang, Gong, Gao, Tian, & Sun, 2020; Oliveira, Sabourin,
Bortolozzi, & Suen, 2002; Al-Tashi, Abdulkadir, Rais, Mirjalili, & Alhussian, 2020). Inspired by this, in-
stead of single, multiple perspectives/objectives of the summary are simultaneously considered for their
optimisation. For this purpose, we use the Multi-objective Evolutionary Algorithm (Deb, 2015) (MEA) in
a novel unsupervised way. Our unsupervised CLTS approach (named as CLTS-MEA) uses the binary
differential evolution (DE) (Wang, Li, Li, & Wang, 2018) algorithm. While there exist other evolutionary
algorithms like particle swarm optimisation (Du & Swamy, 2016), NSGA-II (Deb, Pratap, Agarwal, & Me-
yarivan, 2002), etc., DE has been highly successful1 in various competitions organised under the IEEE
Congress on Evolutionary Computation (CEC) conference series.

We pose CLTS as a binary optimisation problem, where the task is to select a subset of sentences from
the target language such that they (a) leverage information (high co-rank score) from both the source
and the target language; (b) exhibit high diversity among sentences to avoid redundancy in the summary.
We also investigate a preference for longer sentences in the summary (Saini et al., 2019). At the end
of the algorithm execution, a set of high-quality solutions (each solution representing a summary) are
generated out of which the best solution (a summary) is selected. Another challenge in CLTS is to
decide which perspectives will produce a good quality summary; therefore, we also study varying a
combination of different perspectives.

As the arrangement of the sentences in the obtained summaries has a major role for their readability,
the arrangement of the sentences in the �nal summary is analysed considering three scenarios in an
unsupervised way. In the �rst one, sentences are arranged based on their position in the document or a
sequence of documents, while in the second one, sentences are arranged based on their co-rank score
(more details are provided in Section 2.4). In the third scenario, both position and co-rank score are
considered to arrange the sentence. A readability score is calculated by observing the extent to which
the next sentence S t is related with the previous sentence S t � 1 in the summary.

As reported in recent surveys (Pontes, Huet, Torres-Moreno, & Linhares, 2018; Linhares Pontes et al.,
2020), researchers are also working on compressive approaches where sentences extracted based on
their relevance are replaced by their compressions (removing non-relevant words) if they exist. Here,
a compression can be either a single sentence or multi-sentences. In the �rst case, each sentence is
analysed separately for the possible compression, while for multi-sentence compression, sentences are

1http://www.ntu.edu.sg/home/epnsugan/index_�les/cec-benchmarking.htm
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clustered based on their similarity (> threshold) in an incremental way, and then compressed for each
cluster. Thus, multiple sentences (of a cluster) can have the same compression. In (Linhares Pontes
et al., 2020), single and multi-sentence compression used the LSTM neural network (Hussain et al.,
2019) and phrase-level chunking graph (Filippova, 2010) followed by the integer programming (Schrijver,
1998). It has also been shown that compressive approaches improve the summary evaluation score,
grammatically and informativeness of the summary. To investigate the role of compressive approaches
in our framework, we replaced the sentences of the best generated extractive summary with their multi-
sentence compression (as it has been better than a single sentence compression in (Linhares Pontes
et al., 2020)). Thus, we present the evaluation of extractive vs. compressive summaries and a use-case
where we visualize the summary.

To evaluate the developed approach in terms of the standard ROUGE measure, as a source language
we use six less-resourced European languages2, including Finnish, Croatian, Estonian, Slovenian,
Spanish, Portuguese, and one well/resourced language, French. In all the cases, the target language is
English. In each language, there is a set of topics and each topic has a set of documents with three hu-
man written (also called gold) summaries. The results show that we are able to beat the state-of-the-art
extractive and compressive CLTS systems.

2.1 Problem De�nition

Let T = f D1, D2, ... DN g be a topic consisting of a set of N documents in the target language. Here, D j

is a j -th document and includes M sentences, fS j ,1, Sj ,2, ... , Sj ,M g. We pose the cross-language (multi-
document) summarisation task as a binary optimisation problem: The task is to select a subset of
optimal L sentences f s1, s2, ... , sLg, from a given set of documents T, forming an extractive (compressive)
summary K de�ned as

j
NX

i =1

MX

j =1

xi ,j Si ,j j� Lmax (1)

where Lmax is the maximum number of words allowed in the summary and xi ,j indicate the presence or
absence of j -th sentence of i -th documents in the summary, such that it maximises

maximise
�

1
	 1(K )

, 	 2(K ), 	 3(K )
�

(2)

where, 	 1, 	 2, and 	 3 are different perspectives which are simultaneously optimised using the multi-
objective optimisation (MOO) based binary differential evolution (MBDE) (for details, see Section 2.3).
The mathematical de�nitions of these objective functions are as follows:
(a) 	 1 function is designed to maintain the diversity among the sentences in the summary and is ex-
pressed as

	 1 =
� jKj� 1X

i =1

jKjX

j = i+1

� (si , sj )
�

=(jKj � 1j) (3)

where jKj is the total number of sentences in the summary, and � (si , sj ) is the similarity between the i -th
and j -th sentence of the summary.
(b) 	 2: In the addressed cross-lingual setting, it is necessary to capture information from both the source
and the target language. For this purpose, we used the CoRank (Wan, 2011) method, which calculates
the relevance score of all sentences based on their similarity in each language individually and across
both languages. Let Ssr=f S sr

1 , S sr
2 , ... , S sr

S g be a set of merged source language sentences from all the
documents in T. Similarly, for the target language, Str =f S tr

1 , S tr
2 , ... , S tr

S g is the set of sentence in the
target language appearing in the same order as in the source set Ssr. Thus, jSsr j=jStr j= jSj. Equations (4)
to (8) are used to compute the ranking of the sentences in the source (target) using the target (source)

2https://cordis.europa.eu/project/id/825153
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language. The salience scores u and v of the sentences belonging to the target and source languages,
respectively, are computed as follows:

u = � .( ~K tr )T u + 
 .( ~K sr,tr )T v (4)

v = � .( ~K sr)T v + 
 .( ~K sr,tr )T u (5)

where � and 
 are the relative contributions to the �nal salience score from the information in the same
language and the information in the other language, such that � + 
 = 1 , and where K tr and K sr are the
two af�nity matrices showing the relationship between target language and source language sentences
using the similarity scores shown below

K tr
ij =

(
� (S tr

i , S tr
j ), if i 6= j

0 otherwise
(6)

K sr
ij =

(
� (S sr

i , S sr
j ), if i 6= j

0 otherwise
(7)

K sr,tr
ij =

q
� (S tr

i , S tr
j ) � � (S sr

i , S sr
j ) (8)

In Equations 4 and 5, K tr and K sr are normalised to ~K tr and ~K sr, respectively, to make the sum of each
row equal to 1. The computation of 	 2 takes into account only the CoRank score of the target sentences
as the output is in the target language.

	 2 =
jKjX

i =1

u(S i ) and S i 2 Str (9)

(c) 	 3: The literature demonstrates the importance of longer sentences in the documents/blogs. We
consider them in the proposed CLTS framework as

	 3 =
jKjX

i =1

Length(S i ) and S i 2 Str , (10)

where Length(S i ) denotes the number of words in the i -th sentence of the summary after removing the
stop words.

2.2 Datasets

For the evaluation, we used the English version of the MultiLing Pilot 2011 dataset (Giannakopoulos et
al., 2011), which includes a range of topics and each topic is associated with a set of 10 English docu-
ments. Further, for every topic, three gold summaries, each of 250 words, are also provided in English.
Previous studies (J.-g. Yao, Wan, & Xiao, 2015; Wan, 2011) showed that translating the source lan-
guages summaries generated by a monolingual summarisation method or summarising the document
after translating the source documents is not a good idea. Therefore, this dataset is translated using
the Google Translate service3 into Finnish, Croatian, Estonian, Slovenian, Spanish, Portuguese, and
French, which are used as test source languages in this work. Thereafter, the translations were manu-
ally checked to avoid any translation errors. The bene�t of source and target languages are considered
together in developing a cross-language multi-document summarisation system (L. Li & Li, 2013). Note
that the CLTS task is different from the MultiLing Pilot 2011 task (where the source and target documents
should be in the same language) organised by the Multilingual community4.

3https://translate.google.com/
4http://multiling.iit.demokritos.gr
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2.3 Methodology

We �rst describe the pre-processing of datasets, followed by the CLTS-MEA extractive summary gen-
eration. The methodology is illustrated using the pseudo code in Algorithm 1. Next, we describe the
compressive summary generation from the extractive summary. The symbols used in the following
sections are summarised in Table 1.

Table 1: Symbols with their descriptions.

Abbreviation Description
Pt Population consisting of solutions at t -th generation
Z The number of solution in the population
G The maximum number of generations
jSj The total number of sentences
K The obtained summary
jKj The number of sentences in the summary

~S sr
i / ~S tr

i i -th Sentence vector in the source/target language
j Str j Total number of sentences in the target language

� (S tr
i , S tr

j ) Cosine similarity between two target's sentences
� jSj�j Sj Cosine distance matrix
CRank

1�j Sj CoRank matrix of size 1� j S j using target sentences
Lmax Maximum number of words allowed in the summary

Pre-processing First, all the documents in a topic or event (considering the source and target language
separately) are merged into a single document using their ordering in the datasets. The sentences from
the source and target language are vectorised using the tf-idf scheme (W. Zhang, Yoshida, & Tang,
2011).

Construction of CoRank and similarity matrices. To assure the diversity of sentences in the summary, we
used the following dissimilarity measure based on the cosine similarity:

� (S tr
i , S tr

j ) =
~S tr
i . ~S tr

j

k ~S tr
i kk ~S tr

j k
, (11)

where ~S tr
i and ~S tr

j are the (tf-idf) vectors of i -th and j -th sentences belonging to Str . Here � (�, �) is the dot
product of these two vectors. We compute the cosine similarity matrix � j Sj�j Sj and similarly, the CoRank
matrix CRank

1�j Sj as described in Section 2.1.

Sentence selection using CLTS-MEA. The pre-processed datasets and the generated matrices are utilised
by the CLTS-MEA algorithm which can be divided into �ve parts brie�y described below.

Solution representation and initialisation. Following the terminology used in DE, a chromosome/solution is
represented as a binary vector where 1 at k-th position represents a presence of k-th sentence in the
summary. DE starts from a set of randomly generated candidate solutions that form an initial population
P of size Z. The length of the solution is equal to the total number of sentences, i.e. Lmax, Different
perspectives (refer to Section 2.1) for each solution are also evaluated.

Genetic operators. Let us denote the current solution xc and the population P. We generate a set of
offsprings (Q) with the following constraint jQj = 2 � j Pj. These is achieved through the methods current-
to-best/1/bin and current-to-rand/1/bin, which are two methods among others in DE for generating off-
springs; see (Mezura-Montes, Velázquez-Reyes, & Coello Coello, 2006; Wu et al., 2018). Speci�cally,
the current-to-rand/1/bin helps in generating diverse solutions from the current solution, while current-
to-best/1/bin provides a direction towards the currently best solution in the search space (Saini, Saha,
Bhattacharyya, & Tuteja, 2020).

For both schemes, we generate probability vectors using the probability estimation operators (Wang et
al., 2018). Then, the two generated probability vectors are converted into binary vectors (as we are in
a binary space) Bt

c,1 and Bt
c,2 (called as trial vectors). The crossover operation is performed between the
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Algorithm 1 CLTS-MEA Algorithm
Input: A collection of a set of documents in source and target language related to a speci�c event
Output: Summary in the target language
1: Lmax and G  Maximum length of summary in terms of number of words and maximum number of generations
2: Compute � j Sj�j Sj , CRank

1�j Sj , and L1�j Sj . jSj is the total number of sentences after merging all the documents
3: for i  1 to Z do . Z is the size of the population P
4: P[i ]  Initialise solution in binary space keeping Lmax

5: Compute 	 1, 	 2, and 	 3 for P[i ]
6: end for
7: P1  f P[i ], P[2], ... , P[Z]g . Initial population
8: for t  1 to G do . G indicate the maximum number of generations
9: Qt  �

10: for c 1 to Z do . c is the current solution number
11: Qt

c,1[i ] and Qt
c,2[i ]  Apply genetic operators on Pt [j ] using current-to-rand/1/bin and current-to-

best/1/bin scheme to give two new solutions
12: Compute 	 1, 	 2, and 	 3 for Qt

c,1 and Qt
c,2

13: Append Qt
c,1 and Qt

c,2 to Qt

14: end for
15: Rt  Qt [ Pt

16: f F1, F2, ... , FM g  Apply non-dominated sorting on Rt to provide a set of non-dominated fronts
17: Pt +1  Select Z solutions considering rank-wise fronts and if needed, apply crowding distance operator
18: end for
19: Pick the solutions of the top front, i.e. F1
20: return The solution having the best extractive summary

current solution (x t
c ) and trial vector Bt

c,1 (Bt
c,2) to produce the new solution Qt

c,1 (Qt
c,2). For each current

solution in the population, a new set of solutions is generated forming a new population Qt consisting of
f Qt

1,1, Qt
1,2, Qt

2,1, Qt
2,2, ... , Qt

Z,1, Qt
Z,2g. Here, Qt

c,1 and Qt
c,2 are two new solutions corresponding to the current

solution x t
c at t -th generation and c 2 f 1, 2, ... ,Zg.

Objective functions and environment selection. Our approach is based on the concept of multi-objective opti-
misation (MOO). Therefore, the quality measures (	 1, 	 2, and 	 3) for the solutions in the new population
B are calculated. We merge the parent and offspring population to form Rt = Pt [ Qt . As a next step,
non-dominated sorting (Deb et al., 2002) is performed on R to split it into non-dominated disjoint fronts
-f F1, F2, ... , FM g where 1 � M � j Rt j. The Front-1 (highest) includes the highest rank solutions and so on.
Considering rank-wise fronts (highest to lower), jPj solutions are selected to form the population P for
the next generation (t + 1) . In case of ties in selection of the solutions, we apply the crowding distance
operator (Deb et al., 2002). We repeat the whole process of applying genetic operators and updating
the population until we reach the maximum number of generations.

Summary selection. Our algorithm ends with a set of Pareto optimal solutions, all having equal impor-
tance. Any solution can be chosen based on the user's interest. In our case, we select the solution
with the best (extractive) summary, which is further analysed for compression (discussed below). Later
readability is studied for both types of summaries.

Compressive summary generation. Inspired by the results obtained by the multi-sentence compression
(MSC) method for text summarisation, presented in deliverable D4.3 (Linhares Pontes et al., 2020) and
in (Pontes et al., 2018; Linhares Pontes, Huet, Gouveia da Silva, Linhares, & Torres-Moreno, 2018), we
investigate in this deliverable whether this method can improve the informativeness of already obtained
summaries. MSC aims to generate a short sentence with the key information from a cluster of closely
related sentences. In other words, MSC enables summarisation to generate outputs combining fully
formed sentences from one or several documents. Below we brie�y described the four major steps of
the MSC used method.

Clustering. Clustering is the procedure of partitioning a set of objects into various groups based on a
similarity/dissimilarity criterion. Here we consider an object as a sentence. In order to create clusters
of similar sentences, we analyse the sentences in the source and target languages. Indeed, the repre-
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sentation of sentences in multiple languages provides different analyses of their content, which enable
us to obtain a better analysis of the similarity between the sentences (Giannakopoulos et al., 2011).
Therefore, sentences are grouped in the same cluster if their similarity score is bigger than a threshold.
The similarity score of a pair of sentences i and j is de�ned by the cosine similarity in both languages
de�ned as:

sim(i , j ) =
q

� (S sr
i , S sr

j ) � � (S tr
i , S tr

j ) (12)

where S sr and S tr represent a sentence in the source and target languages, respectively.

Construction of Chunk-level Graph. Following the same idea as in (Linhares Pontes et al., 2020), we split
the sentences at chunk level in order to keep the most useful structures. Then, we represent each
cluster of similar sentences as a Chunk Graph (CG). Thereafter, we create the CG as described in
(Linhares Pontes et al., 2020). Initially, this graph is composed of the �rst sentence, and the � begin�
and � end� vertices. A chunk is represented by an existing vertex only if it has the same lowercase form,
the same POS, and if there is no other chunk from that same sentence that has already been mapped
onto that vertex. A new vertex is created if no vertex is found with its characteristics in the CG. Each
sentence represents a simple path between the � begin� and � end� vertices. Sentences are analysed
and added individually to the CG. For each analysed sentence, the chunks are inserted in the following
order:

1. Chunks that are not stopwords and for which there is no unambiguous mapping candidate;

2. Chunks that are not stopwords and for which there are several possible candidates in the graph or
that occur more than once in the same sentence;

3. Stopwords.

The arcs in the CG represent the cohesion between two chunks (Filippova, 2010). This cohesion is
measured from the frequency and the position of these chunks in sentences:

w(i , j ) =
cohesion(i , j )

freq(i ) � freq(j )
, (13)

cohesion(i , j ) =
freq(i ) + freq(j )P
S 2 Str diff(S , i , j ) � 1

, (14)

where freq(i ) is the chunk frequency mapped to the vertex i and the function di� (S , i , j ) refers to the dis-
tance between the offset positions of chunks i and j in the sentence S of the cluster of similar sentences
containing these two chunks. The higher the cohesion, the stronger is the relationship between the two
chunks. An example of a created chunk graph using similar sentences is shown in Figure 1.

Finding Shortest Path. Filippova (2010) generated the compression of similar sentences by only calculat-
ing the shortest path in the graph. However, this procedure does not assure that the generated paths
contain the main information of the CG. In order to generate the compression with the main informa-
tion of these graphs, we consider keywords at the global (all documents) and local (cluster of similar
sentences) levels to keep the main information of both the documents and the cluster of similar sen-
tences. The keywords are selected by using LDA (Blei, Ng, & Jordan, 2003), a well-known topic based
model that generates topics based on word frequency from a set of documents. We consider that each
document belongs to only one topic and used the most relevant words that represent each topic.

Based on this analysis, we use the Integer Linear Programming (ILP) formulation described in (Linhares Pontes
et al., 2018, 2020; Pontes, Huet, Torres-Moreno, da Silva, & Linhares, 2020) to �nd a path in CG that
is composed of chunks with a good cohesion between them and with a maximum number of keywords.
This is achieved with the following equation:

Minimise
� X

(i ,j )2 A

w(i , j ) � xi ,j � c �
X

k2 K

bk

�
(15)
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Figure 1: An example of creating a Chunk Graph extracted from (Linhares Pontes et al., 2020).

where xij indicates the existence of the arc (i , j ) in the solution, w(i , j ) is the cohesion of the chunks i
and j (Equation 13), K is the set of labels (each representing a keyword), bk indicates the existence of a
chunk containing the label (keyword) k in the solution and c is the keyword bonus of the graph5.

We calculate the �fty best solutions according to the objective Equation 15 having at least eight chunks
and at least one verb. The optimised score Equation 16 explicitly takes into account the size of the
generated sentence. Finally, we select the sentence with the lowest �nal score obtained using Equation
16 as the best compression. For example, in Figure 1, the coloured dotted line is the identi�ed as the
shortest path

scorenorm(S ) =
escoreopt (S )

jjS jj
, (16)

where scoreopt (S ) is the score of the sentence S from Equation 16.

Summary Generation. As an outcome of Section 2.3, we have the compression of each cluster, i.e. for
each cluster, an informative sentence is generated by combining the information of the similar sen-
tences. Thus, a set of similar sentences may have similar compression. To produce the �nal summary,
we consider the sentences chosen by CLTS-MEA for building the extractive summary and we replace
then with their compressed version. It should be indicated that not all the sentences may have a com-
pression. For these cases the original version are used in the compressive summary.

2.4 Experimental Setup and Comparative Results.

This section starts by introducing the research questions that guided the experiments. This is followed
by the evaluation measures, the parameters setting and the methods used for comparing the genera-
tion of extractive and compressive summaries. Finally, the experimental results are provided with their
associated discussion.

Research questions. To guide the experiments, we list four research questions:

5The keyword bonus allows the generation of longer compression that may be more informative.
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• RQ1: Are our obtained extractive and compressive summaries more informative than the existing
baselines?

• RQ2: What will be the effect of using various combinations of the different perspectives and which
one performs the best?

• RQ3: What about the readability of the obtained summaries in comparison with the summaries of
the existing methods?

• RQ4: Which type of summary is better out of extractive and compressive?

Evaluation Measures. To check our generated summaries' informativeness, we have counted the com-
mon n-grams between our summaries and those in the gold summaries. In other words, we have used
the REcall-Oriented Understudy for Gisting Evaluation (ROUGE) measure (Lin, 2004), which compares
the distribution of words between the obtained summary and a set of available reference/gold sum-
maries. For the value of `n', we used 1-gram, 2-gram to provide ROUGE-1 and ROUGE-2, respectively.
We also reported the ROUGE-L and ROUGE-SU4, which measures the Longest common sequence
and skip units (SU), respectively. Note that the existing methods report only ROUGE-1, ROUGE-2,
and ROUGE-SU4. The higher the value of these measures, the more informative is our summary. A
summary K is readable if there is a smooth chain of sentences or in other words, the next sentence
is related with the preceding sentence (Shareghi & Hassanabadi, 2008). Therefore, to measure it, we
computed the readability factor (RF) denoted as

RFK =
X

0� i< jKj

Sim(S i , S i +1 ) (17)

where, Sim(.) is the similarity between preceding and next sentences in the semantic (embedding)
space. To normalise it, we have divided RFK by the maximum similarity among the preceding and
the next sentence (it varies for each language-pair).

Parameters Setting. We have executed our CLTS-MEA algorithm with the following parameter's value:
the maximum number of generations is set to 50 and the number of solutions in the population is set
to 25. These parameters are selected after a thorough sensitivity analysis. For the other parameters,
F and CR, we have set a pool of values as [0.6, 0.8, 1.0] and [0.1, 0.2, 1.0], respectively. Both choices
are motivated by Saini et al. (2020). Any value can be selected randomly for the generation of a new
solution in each generation. To measure the readability of the summary in the semantic space, we have
used the Universal Sentence Encoder6 model to represent the sentences followed by cosine similarity
calculation.

Comparative results on different Language Pair. For comparison, we have chosen two existing cross-
language extractive summarisers, CoRank (Wan, 2011) and SimFusion (Wan, 2011). Also, we chose a
recently developed compressive system, CCLTS.MSC (Linhares Pontes et al., 2020). A brief description
of these methods is already provided at the beginning of Section ?? . Note that there are other com-
pressive systems, such as (J.-g. Yao et al., 2015) and (Wan, Luo, Sun, Huang, & Yao, 2019), however
CCLTS.MSC is one of the most recent ones. Moreover, the source code of (J.-g. Yao et al., 2015) and
(Wan et al., 2019) is not available. Thus, it is hard to replicate their results as no public implementation is
available; also these systems are language dependent. For extractive, we have chosen CoRank (Wan,
2011) and SimFusion (Wan, 2011) because they are language independent and have proven to be a
strong baseline in the literature. The results of CCLTS.MSC are available only for some language pairs
(Finnish, Croatian, Estonian, Slovenian, and French) but as the code is openly available7, so we have
re-run the approach for the remaining language pairs.

For the �rst RQ1 and RQ2, we examine the performance of our proposed approach, CLTS-MEA, in terms
of ROUGE-1, ROUGE-2, ROUGE-L, and ROUGE SU4, over different language pairs (refer to Section
2.2). Table 2 lists the same for the extractive and compressive summaries. The ROUGE scores ob-
tained after doing the ablation study using different perspectives are also listed in the table. Additionally,

6https://tfhub.dev/google/universal-sentence-encoder/1
7https://github.com/ElvysLPontes/Compressive-cross-language-text-summarisation
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(a) Estonian-English (b) Croatian-English (c) Slovenian-English

(d) Finnish-English (e) Portuguese-English (f) Spanish-English

(f) French-English (g) Average over all language pairs

Figure 2: Comparison of our best results against the state-of-the-art systems on extractive and compressive sum-
mary generation. Seven language pairs are evaluated as well as their average. If our best results for a
language pair is for the extractive strategy, then results of the corresponding compressive summary is
also shown and vice-versa. The numbers 1, 2 and 3 denote the used objective functions 	 1, 	 2 and 	 3,
respectively.

a detailed comparison with the existing extractive and compressive systems is shown in Figure 2. It
is worth noticing that for Estonian-English, Spanish-English, Finnish-English, and Slovenian-English,
our extractive approach utilising three perspectives (	 1, 	 2, and 	 3) together outperforms the existing
alternatives. While for French-English and Portuguese-English language pairs, our extractive system
obtains the top score but utilising only two perspectives (	 1, 	 2). Only for the Croatian-English pair, our
compressive summary generation method shown to have a top performance, where the opted perspec-
tives were 	 1 and 	 2. In other words, the combination of 	 1 and 	 3 contribute the less in the summary
performance but when considering 	 2 along with them, there is a gain in terms of ROUGE-1, ROUGE-2,
and ROUGE-SU4 scores over all language pairs. The best ROUGE scores for each language pair are
highlighted in bold in Table 2.

In terms of relative improvement (%), our best result in Table 2 outperforms the recent CCLTS.MSC
method in terms of ROUGE-1, ROUGE-2, and ROUGE-SU4, as follows: (a) Estonian-English: (3.19,
12.4, 7.51); (b) Croatian-English: (1.89, 1.43, 3.08); (c) Slovenian-English: (5.26, 11.5, 11.5); (d)
Finnish-English: (3.84, 8.80, 5.56); (e) Portuguese-English: (3.33, 22.02, 7.23); (f) Spanish-English:
(5.19, 28.5, 12.23); (g) French-English: (3.98, 27.64, 11.05). It is worth noting that for some of the
language pairs, the best ROUGE-1, ROUGE-2, and ROUGE-SU4 scores are corresponding to different
methods or combinations of the perspectives. For example, (a) for Croatian-English pair, ROUGE-1 and
ROUGE SU4 are better corresponding to CLTS-MEA(	 1,	 2), but ROUGE-2 is better corresponding to
CLTS-MEA(	 1,	 2,	 3); (b) for French-English pair, ROUGE-1 and ROUGE-2 are better using CLTS-MEA
(	 1,	 2), but ROUGE-SU4 is better using CLTS-MEA(	 1,	 2,	 3). In this case, it becomes challenging to
decide which system is best. To answer this question, we have averaged the ROUGE scores cor-

15 of 63



ICT-29-2018 D4.6: Cross-lingual news summarisation and visualisation

Table 2: The results obtained with the proposed approach for different language pairs. Ext. and Comp. stands for
extractive and compressive summaries, R stands for Recall, and Obj. indicates the number of objectives
used for optimisation.

Language Pair! Estonian-English Croatian-English Slovenian-Eng
Obj.# Ext./Comp. # R-1 R-2 R-L R-SU4 R-1 R-2 R-L R-SU4 R-1 R-2 R-L R-SU4

Ext. 0.4825 0.1730 0.4491 0.2120 0.4867 0.1589 0.4549 0.2034 0.4901 0.1618 0.4640 0.2109
	 1, 	 2, 	 3 Comp. 0.4775 0.1573 0.4450 0.1994 0.4811 0.1585 0.4522 0.2043 0.4819 0.1492 0.4516 0.1994

Ext. 0.4824 0.1698 0.4580 0.2099 0.4862 0.1510 0.4544 0.2048 0.4767 0.1628 0.4511 0.2005
	 1, 	 2 Comp. 0.4732 0.1718 0.4440 0.2089 0.4882 0.1571 0.4587 0.2072 0.4768 0.1617 0.4499 0.2011

Ext. 0.4569 0.1481 0.4264 0.1884 0.4495 0.1318 0.4181 0.1797 0.4421 0.1436 0.4148 0.1849
	 1, 	 3 Comp. 0.4347 0.1213 0.4022 0.1629 0.4313 0.1155 0.3985 0.1650 0.4263 0.1308 0.3922 0.1677

Language Pair! Finnish-English Portuguese-English Spanish-English
Obj.# Ext./Comp. # R-1 R-2 R-L R-SU4 R-1 R-2 R-L R-SU4 R-1 R-2 R-L R-SU4

Ext. 0.4862 0.1645 0.4577 0.2074 0.4854 0.1574 0.4531 0.2079 0.4964 0.1752 0.4644 0.2156
	 1, 	 2, 	 3 Comp. 0.4758 0.1416 0.4405 0.1887 0.4767 0.1501 0.4470 0.2005 0.4950 0.1698 0.4602 0.2091

Ext. 0.4824 0.1609 0.4497 0.2066 0.4911 0.1746 0.4651 0.2099 0.4895 0.1619 0.4559 0.2073
	 1, 	 2 Comp. 0.4765 0.1597 0.4478 0.2029 0.4882 0.1742 0.4607 0.2097 0.4843 0.1585 0.4512 0.2035

Ext. 0.4699 0.1616 0.4390 0.2021 0.4447 0.1242 0.4137 0.1713 0.4447 0.1452 0.4103 0.1817
	 1, 	 3 Comp. 0.4511 0.1482 0.4189 0.1851 0.4190 0.1078 0.3862 0.1544 0.4207 0.1227 0.3862 0.1651

Language Pair! French-English
Obj.# Ext./Comp. # R-1 R-2 R-L R-SU4

Ext. 0.4913 0.1715 0.4561 0.2162
	 1, 	 2, 	 3 Comp. 0.4799 0.1562 0.4462 0.2002

Ext. 0.4932 0.1747 0.4664 0.2120
	 1, 	 2 Comp. 0.4828 0.1676 0.4573 0.2077

Ext. 0.4616 0.1370 0.4223 0.1821
	 1, 	 3 Comp. 0.4307 0.1207 0.3958 0.1657

responding to different methods for extractive and compressive summaries and then, performed the
ranking of the systems considering each ROUGE (1, 2, and SU4) measure individually in Table 3. For
example, in column 3 of Table 3, different systems are ranked based on the highest to lowest ROUGE-1;
the ranks are written in parentheses. Then, we considered the average of ranks per method as a way
to identify a robust summariser. For example, 1, 3, 5 are the rank of a method as per ROUGE-1, 2, and
SU4, respectively, then rank will be (1 + 3 + 5) =3. The �rst and second rank was achieved by the CLTS-
MEA (	 1,	 2,	 3) and CLTS-MEA (	 1,	 2) generating extractive summary. The method CCLTS.MSC has
obtained a 5-th rank. Thus, the highest ROUGE scores (0.4884, 0.1665, and 0.2105 for ROUGE-1, 2, and
SU4, respectively) and top ranking (1.33) of our system utilising 	 1,	 2, and 	 3 proves that our extractive
summary is more informative than the existing ones which are the answers to our research questions
RQ1 and RQ2.

Table 3: Ranking of different systems including ours. Ranks w.r.t. other summarisers are presented in parentheses.
1 represents the highest rank and so on.

Method Ext./Comp. ROUGE-1 ROUGE-2 ROUGE-SU4 Rank

CLTS-MEA (	 1, 	 2, 	 3)
Ext. 0.4884 (1) 0.1660 (2) 0.2105 (1) 1.33

Comp. 0.4811 (4) 0.1547 (5) 0.2002 (4) 4.33

CLTS-MEA (	 1, 	 2)
Ext. 0.4859 (2) 0.1646 (3) 0.2073 (2) 2.33

Comp. 0.4814 (3) 0.1643 (4) 0.2059 (3) 3.33

CLTS-MEA (	 1, 	 3)
Ext. 0.4528 (7) 0.1417 (7) 0.1843 (8) 7.33

Comp. 0.4305 (8) 0.1665 (1) 0.1981 (5) 4.67
SimFusion Ext. 0.4110 (9) 0.1038 (8) 0.1533 (9) 8.67

CoRank Ext. 0.4659 (6) 0.1376 (9) 0.1905 (7) 7.33
CCLTS.MSC Comp. 0.4717 (5) 0.1463 (6) 0.1952 (6) 5.67

A Study on Readability of the Summaries. To answer RQ3, we have plotted the average readability factor
(Equation 17) for every topic in each language pair used as illustrated in Figures 3, 4, and 5. Note
that (a) we have considered CLTS-MEA, optimising 	 1, 	 2, and 	 3 as this combination gains the �rst
rank considering average ROUGE score over all language pairs (Table 3); (b) both extractive and com-
pressive generated summaries are considered. For both types of summaries, we have arranged the
sentences of the summaries based on their (a) position (Pos) in the merged documents having the con-
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(a) Estonian-English (b) Croatian-English

(c) Slovenian-English (d) Finnish-English

Figure 3: Readability factor over different topics of the language pairs (Estonian-English, Croatian-English,
Slovenian-English, and Finnish-English) and average readability factor/score over all topics correspond-
ing to summaries of different methods. Here, CLTS-MEA: Ext Pos/CoRank/PosCoRank indicate the ob-
tained extractive summary by CLTS-MEA having arrangement of sentences based on position, co-rank,
and position+corank score, respectively. Similarly for compressive (Comp) summary.

tent of all the documents under a topic/event; (b) corank score of the sentences; and, (c) based on the
combined score of position and co-rank score, to investigate the effect. As each one may performs
good for a range of topics and it's dif�cult to say exactly which one is good; therefore, we have taken the
average of RF over all methods for a language pair and shown in Figure 2(g). From this �gure, following
things are inferred in terms of better method, summary (out of extractive and compressive) followed by
order of arrangement of sentences and readability scores: (a) Croatian-English: CLTS-MEA, Compres-
sive summary, Pos, 6.3728; (b) Estonian-English: CLTS-MEA, Compressive summary, corank, 5.7055; (c)
Slovenian-English: CLST-MEA, extractive summary, Pos, 5.7843; (d) Finnish-English: CLST-MEA, ex-
tractive summary, Pos, 5.7930; (e) Portuguese-English: CLST-MEA, Compressive summary, Pos+corank,
6.3355; Spanish-English: CLST-MEA, Compressive summary, Pos, 7.3635; and (f) French-English: CLST-
MEA, Compressive summary, Pos, 5.7930. Undoubtedly, in most cases, the compressive summary is
better in terms of readability. This effect is follow the motivation to use compressive methods as they
remove the irrelevant words of the �nal sentences. Moreover, our approach outperforms the compres-
sive alternatives (CCLTS.MSC) (Linhares Pontes et al., 2020) and extractive CoRank (Wan, 2011) ap-
proaches by obtaining a readability score of (a) (5.8438, 4.7971), (b) (4.0805, 4.1336), (c) (4.0460, 3.6644), (d)
(3.5723, 3.9415), (e) (4.5034, 4.2234), (f) (4.5690, 4.5265), (g) (3.9564, 4.6370), for Croatian-English, Estonian-
English, Slovenian-English, Finnish-English, Portuguese-English, Spanish-English, and French-English
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(e) Portuguese-English (f) Spanish-English

(f) French-English

Figure 4: Readability factor over different topics of the language pairs (Portuguese-English, Spanish-English, and
French-English) and average readability factor/score over all topics corresponding to summaries of differ-
ent methods. Here, CLTS-MEA: Ext Pos/CoRank/PosCoRank indicate the obtained extractive summary
by CLTS-MEA having arrangement of sentences based on position, co-rank, and position+corank score,
respectively. Similarly for compressive (Comp) summary.

language pairs, respectively. Moreover, arranging sentences based on their position is found to have a
positive impact in most of the cases; therefore, results reported in Table 2 are the same.

Analysis on our Extractive and Compressive Summary with an Use Case. Now, we turn to our RQ4 using an
example analysis. In Figure 6, we show an example of extractive and compressive summaries obtained
using our CLTS-MEA (	 1, 	 2, 	 3) corresponding to the Topic-3 of the Spanish-English languages pair.
The corresponding actual summaries (three reference summaries) are also in part `a' of the same �gure.
For the extractive summary (based on the position, as it has the good readability discussed in the above
section and also can be analysed by reading the summaries) shown in the �gure, we have obtained
the average ROUGE-1, ROUGE-2, ROUGE-L, and ROUGE-SU4 as 0.4963, 0.1752, 0.4644, and, 0.2156,
respectively. While for the observed compressive summaries, the same measures are as 0.4950, 0.1698,
0.4602, and 0.2091, respectively. We can infer that both the extractive and compressive summaries
have a highly similar Rouge-1 and Rouge-L scores. However, in terms of Rouge-2 and Rouge-SU4,
the extractive summaries have a gain of 3.18% and 3.5% with respect to the compressive ones. For
comparative analysis, the summaries generated by CoRank and CCLTS.MSC methods of the same
topic and language pair, are also shown in Figure 7 which have lower ROUGE scores than our method.
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Figure 5: Average over different topics of language pairs. Readability factor over different topics of the language
pairs and average readability factor/score over all topics corresponding to summaries of different meth-
ods. The numbers in represent the maximum value of bar of same colour as of number.

This proves that for the used dataset, the extractive summaries perform better than the compressive
summaries.

Statistical Signi�cance t-test. To check the superiority of our algorithm, CLTS-MEA, corresponding to the
best results of each dataset over the other methods, we have performed the statistical signi�cance test.
There exist many tools to measure this like ANOVA (Mishra, Singh, Pandey, Mishra, & Pandey, 2019),
paired t-test (Chan, Cheng, Mead, & Panjer, 1973), among others. We have chosen the t-test at 5%
signi�cance level which considers two groups. It includes two hypotheses: null and alternative. The �rst
one considers that there are insigni�cant differences between the mean values of two groups, while the
later one, says the reverse. As an outcome, it provides p-values and a lower value (p < 0.05) signi�es
the rejection of null hypothesis or in other words, it is the indication of superiority of our algorithm.

We have considered two groups: (a) a set of values by our best method, i.e. the ROUGE (1/2/SU4)
scores corresponding to the CLTS-MEA optimising (	 1, 	 2, 	 3) for extractive summary generation and
(b) a set of ROUGE (1/2/SU4) values of the existing method. The obtained p-values are shown in
Table 4. From this table, it is clear that for all the data sets, p-values are smaller than 0.05 which indicate
to reject the null hypothesis and thus demonstrate the potentiality of our algorithm CLTS-MEA following
the evolutionary procedure. Only for Croatian-English pair, the p-values corresponding to ROUGE-2
and ROUGE-SU4 are not signi�cant as the best results are nearly the same as the existing methods.
However, in terms of ROUGE-1, there is a signi�cant improvement.

Complexity Analysis. We have analysed the worst-case complexity of our approach, CLTS-MEA. Below,
we will discuss the complexity of the steps-3 to 16 of Algorithm 1: (a) as population initialisation (step-3
to 5) takes place in a binary space, so it takes O(Z) time, and corresponding calculation of different
M perspectives for each solution takes O(ZM ). Hence, the time complexity of population initialisation
is O(Z + ZM ) which is equivalent to O(ZM ); (b) Offspring generation (steps-9 to 12) using two differ-
ent schemes of DE takes O(Z) + O(Z) ignoring the time required arithmetic operations. Further, each
offspring by objective function calculation which takes O(2ZM ) time; (c) merging the old and Offspring

Table 4: The p-values obtained by comparing the best results (ROUGE Scores reported in Table 2) of each lan-
guage pair with the existing methods.

p-values
Ist Group+ IInd Group ! CLTS-MEA + SimFusion CLTS-MEA + CoRank CLTS-MEA + CCLTS.MSC

Language-pairs # ROUGE-1 ROUGE-2 ROUGE-SU4 ROUGE-1 ROUGE-2 ROUGE-SU4 ROUGE-1 ROUGE-2 ROUGE-SU4
Estonian-English 5.68E-102 9.08E-80 4.51E-74 2.68E-08 5.11E-19 2.07E-10 1.14E-05 1.58E-08 1.31E-05
Croatian-English 3.75E-106 2.3E-55 2.3E-55 0.00034 0.0195 0.0666 0.00973 0.673 0.0934

Slovenian-English 4.64E-143 1.19E-91 8.46E-89 2.4E-14 2.53E-10 4.12E-12 2.37E-13 6.47E-07 7.61E-11
Finnish-English 8.86E-79 1.57E-52 7.62E-44 7.23E-13 2.97E-13 3.68E-09 9.00E-08 9.88E-05 0.00165

Portuguese-English 2.63E-51 1.01E-55 7.33E-31 7.23E-13 3.09E-41 4.53E-08 3.04E-06 6.49E-21 3.45E-05
Spanish-English 1.26E-153 3.42E-118 2.42E-95 1.49E-20 1.67E-45 4.22E-18 2.37E-13 7.33E-31 2.16E-12
French-English 5.01E-98 2.15E-88 3.01E-58 2.59E-20 2.33E-36 1.39E-10 1.89E-08 2.68E-29 1.39E-10
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