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1 Introduction
WP4 dealt with analysis of news content across languages to overcome the language barriers and
over�ow of information. In contrast to WP3, where the focus is on short texts (news comments), WP4
focused primarily on news content in the form of articles.

Results of Tasks T4.1–T4.3, described in previous deliverables of WP4, contained information on the
tools for linking of relevant texts, summarisation and visualisations of content, and analysis of the view-
points and sentiment of articles from different sources.

In this report we present the �nal results of Task T4.4., which focused on gathering and preprocessing
training and testing data provided by our media partners and using them to evaluate our EMBEDDIA
tools created within WP4. We released a large number of datasets and tools and proposed a number
of challenges in the scope of the Hackashop on News Media Content Analysis and Automated Report
Generation that we organised in conjunction with EACL and which took place during a three-week
period in February 2021 (Pollak, Robnik-Šikonja, et al., 2021). Next, we enriched the media partners'
datasets with annotations from Tasks T2.1 and T2.2. These datasets were also used for evaluating the
tools developed within the work package (such as keyword extraction, sentiment analysis and cross-
lingual interesting news retrieval). In addition, we continued the development of methods, which were
evaluated on a number of public datasets, especially in the scope of shared tasks such as RuShiftEval
(Schlechtweg et al., 2020), TREC 20211 and SemEval 2022.

This deliverable gives an overview of the datasets produced (Section 2), results of the evaluations done
on media partners' datasets (Section 3), and results of the evaluations performed on public datasets
(Section 4). It also presents �ve papers, which are added as appendices, covering (1) EMBEDDIA
Tools and datasets (Appendix A), (2) a �rst shared task on diachronic word meaning change detection
in Russian (Appendix B) and a dataset for it (Appendix C), as well as (3) a new method for multilingual
topic labelling (Appendix D), and several methods for news background linking (Appendix E).

2 Publicly released media partners' datasets
In this section, we present the datasets that we released publicly during the EMBEDDIA project. Many
of the datasets and tools were for the �rst time shared with the public in April 2021, in the scope of the
hackashop (hackathon+workshop) that we organised at the EACL 2021 conference. We prepared it for
the the hackathon part, where we brought together about 25 active hackathon participants and about
20 researchers from EMBEDDIA, who could choose to work with EMBEDDIA data and tools or the
ones of their own interest. This was a joint effort across different EMBEDDIA WPs, but as many of the
datasets and tools concern WP4, we report it in this deliverable as Appendix A (Pollak, Robnik-Šikonja,
et al., 2021) where the details of the data can be found. Below, we �rst summarise the unannotated
datasets (Section 2.1). After the hackashop we also produced annotated versions which are described
next (Section 2.2).

2.1 Unannotated datasets

In Deliverable D4.1, we described some of the datasets by media partners, but at that time they were
made available only for internal use in the project. In this deliverable, we present the public releases
where datasets are available to the wider public through CLARIN and other similar repositories. Unan-
notated datasets are described also in paper of Appendix A (Pollak, Robnik-Šikonja, et al., 2021), and
brie�y summarised below.

The unannotated media partners' datasets made public are as follows:

1http://trec-news.org/
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• Ekspress Meedia News Archive (in Estonian and Russian) 1.0 (Purver, Pollak, et al., 2021). Ekspress
Meedia belongs to the Ekspress Meedia Group, one of the largest media groups in the Baltics.
This dataset has over 1.4M articles from Ekspress Meedia news site from 2009-2019, mostly in
the Estonian (1,115,120 articles) with some in the Russian language (325,952 articles). Keywords
(tags) are included for articles after 2015. The dataset is publicly available in the CLARIN reposi-
tory.2

• Latvian Del� article archive (in Latvian and Russian) 1.0 (Pollak, Purver, et al., 2021). Latvian Del�
belongs to Ekspress Meedia Group. This dataset contains over 180,000 articles from Del� news
site, half of them being in Latvian and half of them in Russian. Keywords (tags) are included. The
data is publicly available in the CLARIN repository.3

• 24sata news article archive 1.0 (Purver, Shekhar, et al., 2021). 24sata is the biggest Croatian
news publisher, owned by the Styria Meda Group. The dataset contains over 650,000 articles
in Croatian between 2007–2019, as well as assigned tags. The data is publicly available in the
CLARIN repository.4

• Finnish news agency archives . Three versions of the data of Finnish news agency STT were
released. First, Finnish News Agency Archive 1992-2018 (STT, 2019) is the Finnish News Agency
Archive corpus comprising newswire articles in Finnish sent to media outlets by the Finnish News
Agency (STT) between 1992-2018 and is made available through MetaShare5. The dataset is also
available in CONLL-U format as resource Finnish News Agency Archive 1992-2018, CoNLL-U, (STT et
al., 2020), also on MetaShare6. Finally, a more recent version of the archive was released, Finnish
News Agency Archive 2019-2021 (STT, 2022), available through MetaShare.7

We also released a selection of task-speci�c datasets:

• Keyword extraction datasets for Croatian, Estonian, Latvian and Russian 1.0 (Koloski et al., 2021b)
were released in collaboration with WP2. They were created for keyword extraction tasks and
presented in the hackashop. The language distributions are follows:

– Croatian: 32,223 train, 3,582 test;

– Estonian: 10,750 train, 7,747 test;

– Russian: 13,831 train, 11,475 test;

– Latvian: 13,133 train, 11,641 test.

It contains the tags added by the editors of participating media houses. The datasets are avail-
able in CLARIN8. The datasets were used for development and evaluation of keyword extraction
systems (Koloski et al., 2021a; Koloski, Pollak, et al., 2022).

• Sentiment Annotated Dataset of Croatian News (Pelicon et al., 2020b). This is a subset from the
Croatian 24sata news archive (see above) annotated with manually annotated sentiment scores.
The annotation guidelines were presented in Deliverable D4.1, and experiments where these
datasets were used in experiments presented in Deliverable D4.7 and in (Pelicon et al., 2020a).

• Estonian-Latvian Interesting News Pairs .9 These are manually identi�ed interesting news for Esto-
nian readers from Latvian news media (and their Estonian counterparts). These were manually
identi�ed as examples of interesting news by Estonian editor from Ekspress Meedia. Note that

2http://hdl.handle.net/11356/1408
3http://hdl.handle.net/11356/1409
4http://hdl.handle.net/11356/1410
5http://urn.fi/urn:nbn:fi:lb-2019041501
6http://urn.fi/urn:nbn:fi:lb-2020031201
7https://metashare.csc.fi/repository/browse/finnish-news-agency-archive-2019-2021-source/

ee6145c2882211eca1f5fa163ec5ae3e1d0fa3d38e314897bb2e5cdcf0fa021b/
8http://hdl.handle.net/11356/1403
9https://github.com/EMBEDDIA/interesting-cross-border-news-discovery
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the Estonian articles are not their direct translations, as the articles can be slightly adapted to Es-
tonian audience. The dataset was created for the challenge and approach on �nding interesting
news from neighbouring countries, described by (Koloski, Zosa, et al., 2021) and in Section 3.3.

A more detailed description of unannotated datasets and sected tools are described in (Pollak, Robnik-
Šikonja, et al., 2021) attached here as Appendix A.

2.2 Annotated datasets

We annotated a sample corpus of Estonian, Croatian and Latvian news articles with EMBEDDIA tools
and published this corpus at CLARIN10 (Freienthal et al., 2022). The purpose of this dataset is to make
our tools' results available for analysis and usage.

This dataset contains the following collections of articles from EMBEDDIA Media partners:

• 12,390 Estonian articles from 2019 (including original tags given by Ekspress Meedia), which is a
subset of the unannotated dataset by ExM (Purver, Pollak, et al., 2021),

• 5,000 Croatian articles from autumn of 2010 (including original tags given by 24sata), which is a
subset of the unannotated dataset by 24sata (Purver, Shekhar, et al., 2021),

• 15,264 Latvian articles from 2019 (including original tags given by DELFI), which is a subset of
the unannotated dataset by Del� from Ekspress Meedia Group (Pollak, Purver, et al., 2021).

The articles in the dataset have been annotated with the following EMBEDDIA tools, after preprocessing
them with texta-mlp Python package11 via the EMBEDDIA Media Assistant's Texta Toolkit:12

• Named Entity Recognition Tool modules Latin1 and Latin2 (Cabrera-Diego, Moreno, & Doucet,
2021): Names of people, organizations, and locations are called named entities (NEs). These
are often the most important pieces of information people search for in articles and can be auto-
matically extracted. The tools Latin1 and Latin2 that were used to extract NEs with their label (e.g.
PER as persona), value (e.g. "Johnny Depp") and span (place in text) in this dataset were made
also available in HuggingFace: https://huggingface.co/creat89 .

• RaKUn keyword extractor . RaKUn (Škrlj et al., 2019) is an unsupervised system for keyword ex-
traction, so it can be used for any language. It produces annotations in the form of keyword-score
tuples, where keywords are a single- or multi-term phrases present in a given document. Keywords
extracted with RaKUn are added to the article with an extra �eld in the JSON-lines document.

• TNT-KID keyword extractor . TNT-KID (Martinc et al., 2021) is a supervised system for automatic
keyword extraction. It was trained on a corpus of articles with human-assigned keywords. For
Croatian, the annotators were 24sata editors, for Estonian the Ekspress Meedia staff and for
Latvian the Latvian Del� staff. For Croatian only TNT-KID was applied, while for Estonian and
Latvian, the TNT-KID with TF-IDF, and extension by (Koloski et al., 2021a) was used. Keywords
extracted by TNT-KID were added to the article with an extra ield ikk the JSON-lines document.

• Sentiment analysis . Our news sentiment analyser (Pelicon et al., 2020a) labels a news article
as being of positive, negative, or neutral sentiment, using a �ne-tuned multilingual BERT model,
which was trained on Slovene sentiment annotated news articles.

All the data is encoded in “JSON-lines” format.

10http://hdl.handle.net/11356/1485
11https://pypi.org/project/texta-mlp/
12https://docs.texta.ee/
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3 Evaluation of EMBEDDIA tools on media partners'
datasets

We evaluated our two keyword extraction methods, a sentiment analysis method and a cross-border
news extractor method on our media partners' datasets to estimate how our tools work on real-life data.
We present the results in this chapter.

3.1 Evaluation of keyword extraction

In Deliverables 2.3 and 2.6 we introduced methods for extracting terms and keywords from the input
text in a monolingual and multilingual problem setting. In this section we evaluate the results of the
graph-based key-word extraction method RaKun (Škrlj et al., 2019) and a Transformer-Based Neural
Tagger for Keyword IDenti�cation called TNT-KID (Martinc et al., 2021) on Estonian articles.

3.1.1 Evaluation by ExM

Ekspress Meedia publishes news on several subsites/subpages. For ensuring that the data set covers
the entire variety of news genres, we divided the news into 5 topics and got 20 articles from each of the
topic (total 100 articles):

• Entertainment. Articles from https://kroonika.delfi.ee/ .

• Business. Articles from https://arileht.delfi.ee and https://epl.delfi.ee .

• Express. Articles from https://ekspress.delfi.ee .

• Varia. Articles from several different subpages such as https://kinoveeb.delfi.ee and https://
moodnekodu.delfi.ee .

• Magazine. Articles from several different subpages such as https://omamaitse.delfi.ee and
https://tervispluss.delfi.ee .

We divided the dataset into topics, because we wanted to make sure that the evaluators from Ekspress
Meedia (news journalists and editors) evaluate keywords on articles they usually work with. That means
that the business news editor didn't have to evaluate entertainment news etc.

Each article was evaluated by two annotators. The annotator looked at the article, the keywords given to
the article before by human annotators, and the results of keywords assigned by TNT-KID and RaKUn.
The annotators then marked down those of the above keywords he/she would use, keywords he/she
would add, and keywords that were completely off and shouldn't be used. They also gave their opinion
of the outputs of the tools using scale 1–5, where:

• 1 means that the keywords are not relevant to the article at all and don't give proper overview of
the content

• 2 means that a few of the keywords are relevant to the article, but the keywords in total give a
wrong idea of the content.

• 3 means that there are keywords relevant to the article, but also many irrelevant keywords that do
not provide a completely clear idea of the content.

• 4 means that in overall the keywords are relevant to the article, only some of them are misleading.

• 5 means that the keywords are relevant to the content and give a proper idea/overview of it.

The results showed 1.14 points for RaKUn and 2.43 for TNT-KID. Since the RaKun hyperparameters
were not con�gured for Estonian text and it wasn't run on lemmatized text, the evaluators evaluated it
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quite poorly with the average being 1.14 points. Although TNT-KID also wasn't run on lemmatized text, it
got better results with the average being 2.43. A majority of the tags marked as missing from the output
of the methods were names of people, which means that in future potentially TNT-KID and named entity
results should be combined.

From the perspective of ExM, the results of TNT-KID are satisfactory. The system performs better than
the current solution used by ExM, and it is an appropriate solution for the implementation in the life
product.

We also note that in TNT-KID training, the datasets were much older than the data used in evaluation.
This can also be one of the potential differences between quantitative, automated evaluation reported
in deliverables of WP2 and the manual evaluation here. For optimal results, We recommend that one
should regularly (e.g. twice a year) update the system.

3.1.2 TEXTA evaluation on the data of the National Library of Estonia

TEXTA's own testing with RaKUn revealed that with appropriate preprocessing (lemmatization) and
hyperparameters the results were good enough with Estonian texts for production value. Therefore
TEXTA added RaKUn to Texta Toolkit.13

In fact, TEXTA tested RaKUn in the Texta Toolkit as one of the methods for solving automatic subject
indexing (this means keyword tagging) in National Library of Estonia. Documentation about the tender
in Estonian can be found here: https://riigihanked.riik.ee/rhr-web/#/procurement/3224632/documents
?group=B.

Both regular library users and the library's cataloguers tested 7 different methods. The evaluation
showed that RaKUn was the best method out of all the methods tested out in this tender. See Fig-
ure 1 for an example of the tender's prototype14. The results of the evaluation will be available in a detail
analysis which will be the outcome of the tender and will be published in the tender's page referred to
above. Currently the analysis is not yet public.

Given the speed of the method, as well as relatively good precision with right parameter setting, TEXTA
will continue to use RaKUn for other similar problems, as integrated into the Texta Toolkit.

3.2 Evaluation of sentiment analysis

In Deliverable D4.7 we introduced the task of monolingual and cross-lingual identi�cation of viewpoints
and sentiment in news reporting. In this section, we present an evaluation of sentiment analysis (Pelicon
et al., 2020a) on Estonian articles (Purver, Pollak, et al., 2021).

3.2.1 Data

We randomly selected 100 articles in Estonian from our media partner Ekspress Media's dataset (Purver,
Pollak, et al., 2021). The articles were then annotated with labels “neutral”, “positive” and “negative” by
two annotators. Their guideline was to answer the question “Did this news evoke positive/neutral/neg-
ative negative feelings?”. The annotators did not agree in 45 cases. These cases were solved by third
annotator who decided between the two chosen options.15

13It was added in version 2.41. Documentation about Texta Toolkit version 2.10 can be found here: docs.texta.ee
14The example article was taken from here: https://www.hm.ee/et/uudised/wiedemanni-keeleauhinna-palvis-eesti

-keeletehnoloogia-rajaja-mare-koit
15For the two annotators, the inter-annotator agreement (IAA) was computed using Krippendorf Alpha. For Estonian, the Kalpha

metric is 0.335. For reference, the Kalpha metric for the Croatian test set is 0.441 and for the Slovenian dataset is 0.454.
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Figure 1: View of the automatic keyword tagging protoype for National Library of Estonian. Here we used
news about Mare Koit, who got Wiedemann's language prize (Wiedemanni keeleauhind in Estonian)
for her outstanding work in and being a founder (rajaja) of Estonian (eesti keel) language technology
(keeletehnoloogia) and Estonian computational linguistics. RaKun predicted keywords are opened in
this �gure. Checkmarks indicate that these keywords exist in the Estonian Subject Thesaurus (see
https://ems.elnet.ee/index.php ).

3.2.2 Results

Table 1: Results of EMBEDDIA zero-shot sentiment classi�er by Pelicon et al. (2020a), trained on Slovenian articles
evaluated on Estonian news articles, compared to the Majority class baseline.

Accuracy Recall Precision macro F1
Majority Baseline Classi�er 0.40 0.33 0.13 0.19
Multilingual Sentiment Classi�er 0.57 0.54 0.70 0.55

We compare the results of the multilingual sentiment model described in (Pelicon et al., 2020a), and
of a simple majority-class classi�er, to the golden dataset described above. The results are presented
in Table 1. The accuracy and macro F1-score of the multilingual sentiment model are 0.57 and 0.55,
respectively. Comparing it with the simple majority-class classi�er, it performs substantially better. Ad-
ditionally, the results are similar to the results on the Croatian data where the model was also tested in
zero-shot setting, where macro F1 score was 54.77 (Pelicon et al., 2020a).
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3.3 Evaluation of cross-lingual interesting news retrieval

In Deliverable D4.5, we introduced the task of retrieving and extracting interesting cross-border news,
relevant for translations for media houses. In this section, we introduce a novel method, which uses
auto-encoder neural architecture in order to extract the relevant documents.

3.3.1 Data

The data used in this work consists of Estonian and Latvian articles (published in the period between
01.01.2018 until 01.12.2019) by media houses belonging to the Ekspress Meedia Group. More specif-
ically, from the EMBEDDIA news archives data set (Pollak, Robnik-Šikonja, et al., 2021), we used the
following subcorpora:

• The collection of Estonian news articles from the archives of Ekspress Meedia, resulting in 17148
articles16.

• The collection of Latvian news articles published by the DELFI portal, a Latvian subsidiary of
the Ekspress Meedia Group. Similarly to (Koloski, Zosa, et al., 2021), we use the data before
December 1, 2019, for training (29178 articles), and the data after for testing (1339 articles).

• The set of 21 pairs of aligned Estonian and Latvian news, consisting of selected articles published
(between January 1, 2019 and December 31, 2019) in the Latvian journal and their news counter-
parts adapted to the Estonian readers, manually retrieved by an Estonian journalist.

3.3.2 Method

Automated acquisition of Estonian ground truth. Similarly to (Koloski, Zosa, et al., 2021), our method
consists of two steps. In the �rst step, we follow the approach from (Koloski, Zosa, et al., 2021) using
exact string matching to extract Estonian articles that mention Latvian Del� (Läti Del�, Lati Del�, Del�.lv)
in the article body text as a source of news. The hypothesis is that these articles were identi�ed as
of signi�cance for translation/adaptation from their Latvian original counterparts. In this manner, we
acquired 100 Estonian articles, we denote them as Estonianground.

Cross-lingual mapping. We hypothesize that potentially interesting Latvian news are the ones that ap-
pear closest to each Estonian article of the Estonianground in the joint multilingual space. To do so, as in
(Koloski, Zosa, et al., 2021), we follow the methodology in (Zosa et al., 2020) for extracting articles in a
multilingual setting:

1. We use sentence-transformers (Reimers & Gurevych, 2019b) XLM-BERT-PASSPHRASE embeddings
to embed the articles from Estonianground and the Latviantrain articles in a common, multilingual
space.

2. For each article Ei 2 Estonianground collection, we select k 2 f 1, 100g closest Latvian articles, obtain-
ing a collection of Latvian articles LEi ,k for each article Ei .

3. Finally, we join all of the sets LEi ,k from the previous step, obtaining the �nal Latvian extracted@k

Latvian extracted set of articles. Formally: Latvianextracted@k =
S 100

i=1 LEi ,k for a given neighborhood
parameter k.

To evaluate the mapping, the Mean Reciprocal Rank (MRR) between the mappings of Estonian to Lat-
vian articles, and vice-versa, were computed on the 21 pairs, where we obtained an average MRR of
66.67%. Even if the linking is not always correct, we assume that even when we do not retrieve the
exact match, the articles in the identi�ed neighbourhood k still represent a neighbourhood of potentially

16The original dataset included also Russian articles, which were excluded from the subset used in our experiments.
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interesting source articles.

Validation set of manually labeled positive and negative examples. For positive examples, we used the 21
manually identi�ed interesting Latvian news 21P (see Section 3.3.1). However, no negative examples
were provided. Therefore, for every Latvian article in the 21P collection we extracted �ve random articles,
obtaining a list of 105 articles. The list was manually checked by a journalist from Ekspress Media who
identi�ed 38 articles as of no signi�cance for retrieval. We denote these articles as NL. We combined
the 21 Latvian examples from the 21P collection with the 38 negative articles from the NL set, which
together form a validation set V.

We hypothesize that the articles of interest share common representation patterns. For every k 2 f 1, 100g
articles in Latvianextracted@k are used to learn a representation by using deep auto-encoder network ar-
chitectures. We explore several deep auto-encoder network architectures. The main idea behind the
network is that given the original representation of an article Li the encoder part will encode the rep-
resentation to a lower dimension, obtaining compressed intermediate representation CLi . The goal of
the decoder is to learn to reconstruct the code back to an approximation of the original representa-
tion, L�

i .

We consider using two different types of networks: regularized and non-regularized auto-encoder net-
works. We embed the articles with the Sentence-BERT (SBERT) (Reimers & Gurevych, 2019b) model
(a modi�ed pre-trained BERT (Devlin et al., 2019b) that uses a siamese and triplet network structure
to derive semantically meaningful sentence embeddings that can be compared using cosine similarity)
XLM-PASS-PHRASE in 768 dimensions, we use them as input. We use a 5-layer deep encoder architec-
ture with dimensions 512 ! 256 ! 128 ! 64 ! 32. As for the decoder, we reverse the order of the same
architecture. In all of the architectures, we use the RELU (Agarap, 2018) activation function between the
layers. We optimize the MeanSquaredError(L� , L) as loss-function, with the Adam optimizer (Kingma & Ba,
2014), with learning rate of 0.001. We train for maximum of 1000 epochs, where we early-stop training if
we do not improve the validation score in 10 consecutive epochs.

3.3.3 Classi�cation settings

The auto-encoder outputs the reconstructions of the original input and cannot be used directly for clas-
si�cation. However, in many imbalanced classi�cation (C. Zhang et al., 2016) and outlier detection
(Chaurasia et al., 2020) problems, the auto-encoder is used to prioritize outputs based on its recon-
struction error (via thresholding). We use the following scoring function:

g(L� , L, t ) =

(
1 cosineSimilarity(L� , L) � t ;

0 otherwise;

where L� is the reconstructed and L the original representation, and classi�cation threshold is denoted
by t . In order to classify an example after a network is trained, we �rst reconstruct it through the network
and then apply the classifying function g.

3.3.4 Threshold learning

In every learning epoch we �rst reconstruct the validation examples from the set V (21 positive and
37 negative gold standard examples) - obtaining reconstructed articles V � . Next we measure the re-
construction errors and obtain a list of errors Rk,e, where k denotes the population size and e epoch.
In order to decide on the classi�cation threshold, we search the grid stepRange = [ min(Rk,e), max(Rk,e)]
with step = 0.01 . We test every step value as a possible threshold value t . We �rst apply the classifying
function g with t and measure the weighted F1-score of the classi�ed reconstructions. We choose the t
value such that we have the optimal F1-score. Formally, we choose t such that

argmax
t 2 stepRange

�
F1-score

�
(g(V � , V , t ), gold-standard)

��
.
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3.3.5 Evaluation

We evaluate the method in two scenarios, manual and automated. In both scenarios, we use the testing
data for retrieving the top ranked articles as interesting and relevant.

Manual evaluation

We retrieve top-10 articles in two different network settings. The retrieved articles are manually evalu-
ated by a journalist at Ekspress Meedia in the categories introduced in (Koloski, Zosa, et al., 2021), i.e.
YES: the article is de�nitely relevant, MAYBE: the article is relevant to some extent and NO: the article
is of no relevance. The results are described in Table 2.

The journalist found two articles as of de�nitive relevance (column “Yes”) and two of possible relevance
(column “Maybe”) for retrieval in the best settings. Given that the problem is dif�cult, i.e. retrieving very
special articles from a large set of all articles, the results still indicate that for Model32 (�rst line), 40% of
the articles (four out of 10) are potentially interesting. This is slightly lower than the results of (Koloski,
Zosa, et al., 2021), where in the best setting, one more article was labelled as MAYBE.

Table 2: Summary of the settings and the evaluations for the best-performing networks. The optimal threshold is
shown in column “threshold”, followed by the number of epochs trained in the “epoch” column. Finally the
F1 score represents the validation score, followed by the manual evaluations(YES/MAYBE/NO).

Name Type Train size K-neigh Threshold Epoch F1 Yes Maybe No
Model32 Non-regularized 712 10 0.6035 11 0.8093 2 2 6
Model32D Regularized 1951 32 0.5961 5 0.7608 0 2 8
Baseline majorty-voting x x x x 0.4967 0 0 10

Automated evaluation

The goal of this experiment is to show that our method outscores random retrieval of articles. First, we
construct a test-set consisted of the 21P labeled Latvian articles and the Latviantest set. We randomly
shuf�e the articles in the new test-set. Next, we run the auto-encoder and measure the errors of re-
construction without applying threshold classi�cation. Finally, we sort the articles by their reconstruction
score in descending order. We search where the retrieved articles appear while obtaining k articles.
We use Model32 to evaluate recall@k, where we treat the 21P articles as gold-standard. We also use
random scoring of articles, to use it as a baseline. We execute 106 random evaluations. The results in
Figure 2 point out that our method outscores rankings obtained by retrieving random articles for trans-
lation. Implying that our method, works better than retrieving articles as interesting at random.
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Figure 2: Automatic evaluation of the recall@k of the developed models for interesting cross-border news discov-
ery retrieval. X-axis represents the number of documents evaluated, y-axis represents the cumulative
recall@k score. The blue line represents the recall@k for random pertubation model. The orange line
represents the recall@k for the chosen Model32. The Model32 outscores the random perturbation model.

4 Final evaluation of EMBEDDIA tools on public datasets

4.1 Evaluation of autoBOT for the task of fake news classi�cation
against a generation of computer science students

We next discuss our recent evaluation of autoBOT (Škrlj et al., 2021), an AutoML (He et al., 2021; Gi-
jsbers et al., 2019) system proposed as part of EMBEDDIA, against human competitors in a controlled
environment. AutoML systems aim to, automatically, identify the best con�guration of a given algorithm
for a speci�ed task. Even though commonly these systems aim to identify hyperparameter con�gura-
tions, autoBOT aims to, alongside hyperparameter con�gurations, also identify suf�cient representation
combinations (there are many possible representations for a given document). The experiment was
designed as follows. We considered the fake news classi�cation data set proposed initially as a part of
the CONSTRAINT workshop (Patwa et al., 2021). The data was �rst split in a strati�ed manner (70% –
30%). The system was benchmarked against the systems produced by the students of the third year of
programs Computer Science and Computer Science and Mathematics at the Faculty of Computer and
Information Science in Ljubljana; when they were given the data and the instructions to proceed with
building the classi�ers, they all witnessed approximately two full courses on arti�cial intelligence/ma-
chine learning methods, including natural language processing. The evaluation setting was as follows.
A single train-test split was provided. The students were instructed that the classi�ers may only be
trained based on the training data, and �nally tested on the test set. They had 20 days to produce the
�nal solution (system capable of performing classi�cation and its score on the test set). We measured
the performance in accuracy, as the data was relatively balanced. We ran the default con�guration of
autoBOT for one hour on a workstation with 64 threads, used it to obtain the predictions on the test set
(which we report as a strong baseline). The best model's �nal performance was 95.7%, other baselines
given to the students can be seen in Table 3.

The �nal results were in favor of autoBOT. 54 groups of up to two students were not able to obtain
Accuracy beyond 95.7%. Two groups of students, however, were able to obtain better models by �ne-
tuning large language models on Google's TPUs. One group considered ensembles of RoBERTa and
BERT, and the other only BERT. Note that this group of better performing models (up to 97% accuracy
for the ensembles) does not classify as “low-resource”, and requires specialized hardware.
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Table 3: All baselines given to students for autoBOT vs. students evaluation.

Approach Accuracy
autoBOT (1h) – the AutoML produced as part of EMBEDDIA 95.7%
MPNet + LR – Microsoft's MPNet architecture-based representations used as input to a
logistic regression classi�er

93.9%

Char n-grams + LR – Character n-grams used as input to a logistic regression classi�er 92.9%
Word n-grams + LR – Word n-grams used as input to a logistic regression classi�er 91.2%
doc2vec + LR – doc2vec-based representations used as input to a logistic regression clas-
si�er

81.2%

Majority 52.3%

4.2 RuShiftEval: a shared task on semantic change detection for
Russian

Words change their semantics over time as a result of combination of various processes that affect
language simultaneously. Automatic detection and measuring the degree of meaning change could ac-
celerate research in the history of language and also support a number of text analysis tasks connected
to the EMBEDDIA project, such as media monitoring.

The SemEval Task on lexical semantic change detection (Schlechtweg et al., 2020), in which we partic-
ipated with our own approach developed in the scope of the EMBEDDIA project (Martinc et al., 2020),
provided valuable resources, i.e. datasets to compare various methods for semantic shift detection for
four languages, English, German, Swedish, and Latin. However, results obtained on these datasets
demonstrate high discrepancy: methods are ranked differently on different corpora and it is hard to �nd
a single best-performing method.

UH then collaborated in organizing the next shared task for semantic change detection: RuShiftEval, a
shared task on semantic change detection for Russian (Kutuzov & Pivovarova, 2021a). In the scope of
the shared task, a novel gold standard dataset for diachronic viewpoint detection has been created (Ku-
tuzov & Pivovarova, 2021b). The dataset consists of more than 100 Russian words manually annotated
for time difference across three time periods: pre-soviet, soviet and post-soviet. As far as we are aware,
this is the �rst semantic shift detection dataset which utilizes more than two time slices. This allows
investigation on non-trivial nature of word meaning change: according to manual annotation, semantic
shift between pre-soviet and post-soviet period cannot be calculated as a simple combination of change
from pre-soviet to soviet and from soviet to post-soviet time periods.

The shared task was collocated with Dialogue 2021, the 27th International Conference on Computa-
tional Linguistics and Intellectual Technologies. The test and development datasets used in RuShiftEval
are now publicly available, as well as the evaluation code and the baseline approach.

This work is described in full in (Kutuzov & Pivovarova, 2021a) and in (Kutuzov & Pivovarova, 2021b), at-
tached here as Appendices B and C.

4.2.1 Dataset creation

For the competition, a new dataset of diachronic semantic changes for Russian words was created. Its
novelty in comparison with prior work is its multiperiod nature. Until now, semantic change detection
datasets focused on shifts occurring between two time periods. On the other hand, RuShiftEval provides
human-annotated degrees of semantic change for a set of Russian nouns over three time periods: pre-
Soviet (1700-1916), Soviet (1918-1990) and post-Soviet (1992-2016). Notably, it also contains `skipping'
comparisons of pre-Soviet meanings versus post-Soviet meanings. Together, this forms three subsets:
RuShiftEval-1 (pre-Soviet VS Soviet), RuShiftEval-2 (Soviet VS post-Soviet) and RuShiftEval-3 (pre-
Soviet VS post-Soviet). The three periods naturally stem from Russian history: they were radically
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different in terms of life realities and writing and practices, which is re�ected in the language. RuShiftEval
can be used for testing the ability of semantic change detection systems to trace long-term multi-point
dynamics of diachronic semantic shifts, rather than singular change values measured by comparing two
time periods.

In building the dataset, we relied on the graded view on word meaning change (Schlechtweg et al.,
2021): for each word in the dataset, we measure a degree of change between pairs of periods, rather
than making a binary decision on whether its sense inventory changed over time. The measure re-
lies on pairwise sentence annotations, where each pair of sentences is processed by at least three
annotators.

Compiling the target-word set, we needed to ensure two main conditions: (i) the dataset contains many
“interesting” words, i.e. words that changed their meaning between either pair of periods; (ii) not all
words in the dataset actually changed their meaning. We followed the same procedure as in (Kutuzov
& Kuzmenko, 2017; Rodina & Kutuzov, 2020; Schlechtweg et al., 2020): �rst, select changing words,
and then augment them with �llers, i.e. random words following similar frequency distribution across
three time periods. Technically, it would have been possible to populate the target word set automati-
cally using any pre-trained language model (LM) for Russian and some measure of distance between
word representations in different corpora. However, we wanted our target word choice to be motivated
linguistically rather than in�uenced by a LM architecture.

The �nal dataset consists of 111 Russian nouns, where 12 words form a development set and 99
words serve as a test set. Annotators' guidelines were identical to those in RuSemShift (Rodina &
Kutuzov, 2020). To generate annotation tasks, we sampled 30 sentences from each sub-corpus and
created sentence pairs containing two sentences from different time periods. We ran this sampling
independently for all three period pairs. The sentences were accompanied by one preceding and one
following sentence, to ease the annotators' work in case of doubt. The task was formulated as labeling
on a 1-4 scale, where 1 means the senses of the target word in two sentences are unrelated, 2 stands
for `distantly related', 3 stands for `closely related', and 4 stands for `senses are identical' (Hätty et al.,
2019). Annotators were also allowed to use the 0 (`cannot decide') judgments. They were excluded
from the �nal datasets, but their number was negligible anyway: about 100 out of total 30 000.

The annotation was carried out on the Yandex.Toloka17 crowd-sourcing platform. We employed native
speakers of Russian, older than 30, with a university degree. To ensure the annotation quality, the
authors themselves annotated about 20 control examples for each pair of periods. We chose the most
obvious cases of 1 and 4 for this. Annotators who answered incorrectly (not with the exactly matching
grade) were banned from the task for 24 hours. The inter-annotator agreement (IAA) statistics and the
number of judgments in each RuShiftEval subset are shown in Table 4.

Table 4: RuShiftEval statistics. � and � are inter-rater agreement scores as calculated by Krippendorff's � (ordinal
scale) and mean pairwise Spearman � . JUD is total number of judgments and 0-JUD is the number of
0-judgments (“cannot decide”).

Time bins � � JUD 0-JUD
Test set (99 words)

RuShiftEval-1 0.506 0.521 8 863 42
RuShiftEval-2 0.549 0.559 8 879 25
RuShiftEval-3 0.544 0.556 8 876 31

Development set (12 words)
RuShiftEval-1 0.592 0.613 1 013 7
RuShiftEval-2 0.609 0.627 1 014 3
RuShiftEval-3 0.597 0.632 1 015 2

Each subset was annotated by about 100 human raters, more or less uniformly “spread” across anno-
tation instances, with the only constraint being that each instance must be annotated by three differ-

17https://toloka.yandex.ru/
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ent persons. Finally, the degrees of semantic change for each word between a pair of periods were
calculated using the COMPARE metrics (Schlechtweg et al., 2018), which is the average of pairwise
relatedness scores.

The dataset is publicly available, including the raw scores assigned by annotators18.

4.2.2 Task formulation for the shared task

In the RuShiftEval shared task the participants needed to rank a set of Russian words according to the
strength of their meaning change, same as in Subtask 2 of the SemEval 2020 Task 1 (Schlechtweg et al.,
2020). While in the past, this type of task has been tackled with unsupervised approaches (Schlechtweg
et al., 2020; Rodina & Kutuzov, 2020), we encouraged participants to also consider developing a su-
pervised approach towards solving the task, using the RuSemShift dataset (Rodina & Kutuzov, 2020)
for training, in order to �nd out whether using training data actually helps semantic change detection.
Submissions of the participants were processed, evaluated and ranked with the help of Codalab plat-
form19.

During the main Evaluation phase (February 22 – March 1, 2021), the participants were provided with
a set of 99 target Russian words to rank. During the Development phase (February 1 - February
22, 2021), a small development set was provided (12 manually annotated Russian words), and the
participants could submit their predictions to get a preliminary estimation of their system performance
(no gold labels were openly published). Before February 1, the shared task was in the Practice phase:
the participants could submit predictions to the words from the RuSemShift test set (Rodina & Kutuzov,
2020). This dataset was already public, so the true labels were known to everyone. This phase could
be used to sanity check submission routines.

Each participating team was able to submit up to 10 answers in the Evaluation phase, and up to 1000
answers in the Development phase. Submissions were evaluated using Spearman rank correlation
between word ranking produced by a system and a gold ranking obtained in manual annotation. Thus,
for each system we computed three correlations, for each of the time period pairs. The �nal ranking of
the systems is based on averaging of the three scores.

4.2.3 Results

In the Evaluation phase, we received submissions from 14 users. Table 5 shows the performance of
top submissions from each user or team (we give the name of the team by default or the name of the
individual participant, if no team was associated with this submission). The teams are ranked by their
average scores.

Among the best ranked teams, GlossReader (Rachinskiy & Arefyev, 2021) relied on the pretrained
multilingual XLM-R language model (Conneau et al., 2019). On top of it, they trained a word sense
disambiguation (WSD) system on English WSD datasets, using learned representations of sense def-
initions. Interestingly, this system shows excellent performance on Russian lexical semantic change
data as well. Essentially, this participant reproduced the RuShiftEval annotation effort, replacing human
judgments with the distances between XML-R contextualized embeddings of the target words. Addition-
ally, a linear regression was trained on the RuSemShift dataset to convert vector distance values into
relatedness scores (from 1 to 4).

DeepMistake (Arefyev et al., 2021) used the multilingual XLM-R as well, and also pre-trained on English
WSD datasets, but without explicitly predicting senses. Similarly to GlossReader, they additionally �ne-
tuned this model on the RuSemShift using linear regression for mapping to relatedness scores.

18https://github.com/akutuzov/rushifteval_public
19https://competitions.codalab.org/competitions/28340
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Table 5: RuShiftEval results (Spearman rank correlations). The Type column shows the type of the used distribu-
tional embeddings.

Team RuSemShift1 RuSemShift2 RuSemShift3 Mean Type
1 GlossReader 0.781 0.803 0.822 0.802 token
2 DeepMistake 0.798 0.773 0.803 0.791 token
3 vanyatko 0.678 0.746 0.737 0.720 token
4 aryzhova 0.469 0.450 0.453 0.457 token
5 Discovery 0.455 0.410 0.494 0.453 token
6 UWB 0.362 0.354 0.533 0.417 type
7 dschlechtweg 0.419 0.373 0.383 0.392 type
8 jenskaiser 0.430 0.310 0.406 0.382 token
9 SBX-HY 0.388 0.281 0.439 0.369 type

Baseline 0.314 0.302 0.381 0.332 type
10 svart 0.163 0.223 0.401 0.262 type
11 BykovDmitrii 0.274 0.202 0.307 0.261 token
12 fdzr 0.217 0.251 0.065 0.178 type

This is the �rst time that systems based on contextualized embeddings dominate the leaderboard. In
both SemEval 2020 Task 1 (Schlechtweg et al., 2020) and DIACR-ITA (Basile et al., 2020), type embed-
ding (or `static' embedding) based architectures clearly won the rankings. In contrast, at RuShiftEval,
�ve top performing systems use pre-trained contextualized (`token-based') models: XLM-R, BERT and
ELMo. In the previous work, the researchers in the �eld expressed doubts about the abilities of token
embeddings with relation to semantic change detection. It seems that at least in the case of RuShiftE-
val, they are able to solve the task better than their static counterparts. While this is encouraging in
regards to the contextual embedding approach for semantic change detection that was developed in the
scope of the Embeddia project (Montariol et al., 2021), the winning approaches also proposed several
other improvements. The distinction between results in this shared task and results of the previous
tasks most likely also lies in the difference between models rather than just between embeddings them-
selves.

Surprisingly, the �rst and the second best submissions relied on the contextualized XLM-R model (Con-
neau et al., 2019), which was not even speci�cally trained for processing Russian data. Its training
corpus included texts in about 100 languages. Russian is well represented there but is far from being
the largest in absolute size. The results of our shared task show that multilingual models like XLM-R
can be very successfully applied to semantic change detection for Russian (and possibly for many other
languages): their transferability is extremely high.

4.3 TREC 2021: News Track background linking task

With the massi�cation of the internet and mobile devices, such as smartphones, people have started
to access news more frequently from digital sources than printed ones (Stocking & Khuzam, 2021;
Shearer, 2021). This has meant that newspaper publishers have had to focus more on the digital expe-
rience and perform users' behavioral analysis for providing tools such as news recommendation (Wu et
al., 2020). Furthermore, as Pranjić et al. (2020) indicate, linking news to other relevant articles can im-
prove businesses' websites metrics such as user engagement and average time on page. Subsequently,
this can improve revenues from ads or sponsored articles.

Therefore, in 2018 the Text REtrieval Conference (TREC) along with The Washington Post20, decided to
propose the News Track (Soboroff et al., 2018), a track where the goal is to enhance users' experience
while reading news articles.

20https://www.washingtonpost.com/
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Since TREC 2020, the News Track is organized into two subtasks, Background Linking and Wiki�cation .
The former has been de�ned as the task where “given a news article, a system should retrieve other
news articles that provide important context and/or background information that helps the reader better
understand the query article” (Huang et al., 2018). The latter exploits, as a means of contextualization,
the linking of textual elements, such as concepts and artifacts, to an external knowledge-base, in this
case to Wikipedia (Soboroff et al., 2020).

In this section, we present our participation at the 2021 TREC News Track Background Linking task. Our
participation consisted of �ve different approaches that used, for instance, keyword extraction, entities,
and events detection, but also sentence embeddings and linear combination.

Our approaches are detailed in a paper by Cabrera-Diego et al. (Cabrera-Diego, Boros, & Doucet, 2021),
attached to this deliverable as Appendix E.

4.3.1 Data

For 2021, the TREC News Track21 organizers provided a corpus composed of 728,626 news articles
and blog posts published by The Washington Post from January 2012 through December 2020. Each
document, either news article or blog post, includes elements such as title, kicker (section header), body,
author, images captions, and publication date. Also, TREC organizers delivered a list of 51 different
topics, i.e. news articles, for which TREC News Track's participants had to propose background articles.
For the 2021 edition of TREC News Track, the organizers also added a subtopic task, in which speci�c
information, such as the background, is expected for each topic.

4.3.2 Data indexing

We �rst performed a pre-processing that consisted of parsing each document element, such as titles
and captions, in order to get sentences. Once the documents were pre-processed, we decided to create
embeddings for every document element using Sentence-BERT (Reimers & Gurevych, 2019c), a �ne-
tuned BERT (Devlin et al., 2019a) which produces embeddings that can be compared using cosine
similarity. Speci�cally, we made use of the pre-trained model stsb-mpnet-base-v222 which at the time of
the experiments was the best performing model available. For this, we created composite vectors, in
which we calculated the average embeddings based on multiple document elements: Title-Lead, Title-
Body, and Title-Body-Captions. We also processed, in the same way, each topic provided by the TREC
organizers, which notably included the creation of dense vectors for the narration or for the subtopics.
For retrieving documents from the corpus, we indexed the pre-processed data using Open Distro for
ElasticSearch23 (ODFE), an ElasticSearch24 branch which implements a k-NN algorithm that can be used
to retrieve documents using dense vectors, such as embeddings.25

4.3.3 Background linking approaches

For the Background Linking task, we proposed �ve different approaches described below.

Run 1: KWVec This approach consists of using keywords and dense vectors to retrieve the related
background articles for a determined topic. Speci�cally, we start by extracting unigram keywords from

21http://trec-news.org/
22https://huggingface.co/sentence-transformers/stsb-mpnet-base-v2
23https://opendistro.github.io
24https://www.elastic.co/
25Although we use ODFE instead of ElasticSearch, the documentation of the latter is valid except for the dense vectors queries.

Thus, we will point to ElasticSearch 7.12's documentation in speci�c cases.
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the text produced by the concatenation of the title, body, and captions.26 This is done using YAKE
(Campos et al., 2020), an unsupervised keyword extractor. Once we have the unigram keywords, we
obtain those related to the title by matching the title's unigrams and the obtained keywords. The second
step of KWVec consists of using a boosting query27, where a collection of queries are used to retrieve the
documents, and another set is used to decrease their relevance. To retrieve the documents, we submit
three different queries to ODFE. Two of them ask ODFE to retrieve the documents that are relevant
to the keywords found by YAKE. To be precise, we search title keywords in titles and body keywords
in bodies. These queries are done through a query string query28. Furthermore, as YAKE assigns a
weight w to each keyword, we make use of these weights to increase or decrease the query string query
relevance through the boost parameter. Nonetheless, as YAKE's weights interval is between (0, 1 ),
where the lower the score the better, we modify it with Equation 1 to an interval of (inf , 0], where the
higher the score the better.

KWweight =

(
� ln(w) if w < 1

0 otherwise
(1)

The third query retrieves the most relevant documents using ODFE's exact k-NN and cosine similarity29.
Speci�cally, the cosine similarity is calculated between the title-body dense vectors of the topic article
and those found in the index. We modi�ed ODFE's cosine similarity ( s) score using Equation 2. The �rst
reason is that ODFE's cosine similarity is vertically translated, within the interval [0, 2], to provide only
positive scores. The second reason is to boost the cosine similarity by a scalar de�ned experimentally to
250 and prevent its fading with respect to the keywords scores. More details are presented in Cabrera-
Diego, Boros, & Doucet (2021).

Sim =

(
250� (s � 1) ifs � 1

0 otherwise
(2)

Run 2: Lambda Besides the previously described approach, we decided to explore a linear com-
bination optimized through a Bayesian optimization algorithm (Mo�ckus et al., 1978)30. Through this
optimization, our goal was to determine the weights (� ) that different queries scores (x), such as title
similarity, should be given in order to achieve the highest nDCG evaluation. This approach is similar to
the one used by (Cabrera-Diego et al., 2014) for merging different systems outputs.

For the Lambda approach, we explored four different independent queries31, title to title, body to body,
lead to title and lead to body, using two methods, keywords and dense vectors. This gave a total of
eight different independent queries used for the optimization. The queries based on keywords use the
method presented in Section 4.3.3, while queries based on dense vectors used an unmodi�ed version
of ODFE's exact k-NN and cosine similarity. To calculate the value of the different � , we used as training
data the sets provided by the organizers from previous years plus some additional articles that we
annotated ourselves. The objective function to be maximized by the Bayesian optimization is presented
in Equation 3, where G is a weighted harmonic average, Q1 and Q3 are respectively the �rst and third
quartile, and Q2 is the median. These values are calculated based on the nDCG@10 scores obtained

26We concatenate these text �elds in order to get more relevant keywords. Focusing separately on smaller text portions, such
as the title, produced less relevant keywords.

27https://www.elastic.co/guide/en/elasticsearch/reference/7.12/query-dsl-boosting-query.html
28https://www.elastic.co/guide/en/elasticsearch/reference/7.12/query-dsl-query-string-query.html
29https://opendistro.github.io/for-elasticsearch-docs/docs/knn/knn-score-script/
30https://github.com/fmfn/BayesianOptimization
31This means that each query was done one by one.
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by each topic for all the years (2018-2020).32

G =
5Q1Q2Q3

(Q2Q3) + (2.5 Q1Q3) + (1.5 Q1Q2)
(3)

The weighted harmonic average presented in Equation 3 was de�ned to boost the median ( Q2) nDCG@10
score, but also to create a negatively skewed distribution of the nDCG@10 scores, by boosting the third
quantile (Q3). This would mean that we expect most of the nDCG@10 scores to have higher values
rather than lower ones.

Run 3: 300K_ENT_PH This approach extends the KWVec method with a re-ranking step applied after
the relevant documents were retrieved by the ODFE query. Thus, since named entity recognition (NER)
has been playing an important role in information seeking and retrieval, we propose to exploit knowledge
about entities and their relationships (events) for re-evaluating the relevance of the query results. For
this and for taking advantage of the annotation efforts from previous campaigns, we leverage the �ne-
grained entities de�ned by the organizers of the TAC KBP Recognizing Ultra Fine-grained Entities (RUFES)
202033 and the events de�ned by the ACE 2005 evaluation campaign 34.

Fine-grained Entities. The KBP 2020 RUFES dataset provided by the organizers consisted of the develop-
ment source documents and evaluation source documents drawn from a collection of The Washington
Post news articles. The development source corpus and the evaluation source corpus had approxi-
mately 100, 000 articles each, from which 50 documents were annotated for the development set with
entity types from an ontology that contains approximately 200 �ne-grained entity types and that followed
the same three-level x.y.z hierarchy as in the TAC-KBP 2019 EDL track (Ji et al., 2019)35. For exam-
ple, such an entity organized in a hierarchy is: Photographer is from an Artist that, in turn, is a subtype of
PER36. In order to bene�t from the extraction of these entity types, we made use of our recently proposed
model for coarse-grained and �ne-grained named entity recognition (Boros, Hamdi, et al., 2020; Boros,
Pontes, et al., 2020; Boros, Hamdi, et al., 2021; Boros & Doucet, 2021) that consists in a hierarchical,
multitask learning approach, with a �ne-tuned encoder based on BERT (Devlin et al., 2019a).

Events. The annotated data of the ACE 2005 corpus provided by the ACE evaluation is restricted to
a range of types, each with a set of subtypes. Thus, only the events of an appropriate type are an-
notated in a document. The eight event types (with 33 subtypes in parentheses) are: Life (Be-Born,
Marry, Divorce, Injure, Die), Movement (Transport), Con�ict (Attack, Demonstrate) , etc. For detecting events,
we focus on the event mention detection, and we use a BERT-based model with entity markers (Bal-
dini Soares et al., 2019; Moreno et al., 2021, 2020; Boros, Moreno, & Doucet, 2021). This method
is adapted from the BERT-based model with EntityMarkers (Baldini Soares et al., 2019) applied for re-
lation classi�cation, to perform event detection. The EntityMarkers model consists in augmenting the
input data with a series of special tokens, e.g., if we consider a sentence x = [ x0, x1, ... , xn] with n to-
kens, we augment x with two reserved word pieces to mark the beginning and the end of each entity
in the sentence. Thus, the previous sentence becomes: There was free press in [GPE.Countrystart ] Qatar
[GPE.Countryend], [ORG.CommercialOrganizationstart ] Al Jazeera [ORG.CommercialOrganizationend] but its' of�ces
in [GPE.Citystart ] Kabul [GPE.Cityend] and Baghdad were bombed by [ORG.Government.Agencystart ]Americans
[ORG.Government.Agencyend], where the different hierarchical entity types were detected by the previously
presented model for �ne-grained entity recognition.

Re-ranking. For each sentence of the article, the entities and the event triggers are extracted and con-
catenated separated by a space, forming two separate text lines. Each line of entities or event triggers
is encoded with Sentence-BERT and then, the �nal representation is the sum of all the obtained vectors

32We explored different nDCG cuts, such as 50, 20 and 5. However, we found that, empirically, optimizing at 10 provided the
best global results.

33https://tac.nist.gov/2020/KBP/RUFES/index.html
34http://catalog.ldc.upenn.edu/LDC2006T06
35RUFES annotation guidelines: https://tac.nist.gov/2020/KBP/RUFES/guidelines/RUFES2020AnnotationGuidelines

.v1.1_draft.pdf
36PER refers to the entity type Person.
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v = ( vi )n
i=1 where each element vi ,j =

P n
j =1 xi, j We use the cosine similarity for comparing the entity

representations cos.

Run 4: 300K_ENT_PH_DN This run is a re-ranking of the Run 3 (300K_ENT_PH) in which we include
the cosine distances between the article text and the description and the narrative.

Run 5: Lambda_narr This run consisted in starting from the outcome produced by the Lambda ap-
proach and re-ranking the recommended articles using the narrative �eld. First, we calculated the cosine
similarity between the narrative �eld dense vector and the recommended article's body dense vector.
Then, we used a weighted harmonic mean to merge the rankings produced by the cosine similarity
(RNarr ) and those produced by the Lambda approach (RLambda):

Lambda_narr =
3.25R� 1

LambdaR
� 1
Narr

(2.25R� 1
Lambda) + R� 1

Narr

(4)

We used the reciprocal of all the rankings R, to indicate that the lower the rankings, i.e. 1st, the better.
In Equation 4 we give priority to the ranking produced by RNarr over RLambda. To produce the �nal ranking,
we sort Lambda_narr scores in descending order.

4.3.4 TREC 2021 background linking results

In Table 6 we present, for each 2021 topic, the distribution of nDCG@5 scores calculated from all the
submissions along with the scores obtained by each of our approaches while indicating the number of
nDCG@5 scores, produced by our runs for each topic, found within each nDCG@5 quartiles. It should
be noted, that in Table 6, if the value associated with a quartile was equal to another one, e.g. Q0 = Q1,
like in topic 946, the score was assigned to the quartile closest to the median one (Q2).

Table 6: Number of topics' nDCG@5 score found in each topic's quartile (Q) calculated by TREC organizers. The
value in brackets represents the percentage of topics. Q0 is the minimum score, Q2 is the median and Q4

is the maximum score.

Run x = Q0 Q0 < x < Q1 Q1 � x < Q2 x = Q2 Q2 < x � Q3 Q3 < Q4 x = Q4

KWVec 0 (0.0) 1 (1.9) 10 (19.6) 6 (11.7) 16 (31.3) 13 (25.4) 5 (9.8)
Lambda 1 (1.9) 3 (5.8) 12 (23.5) 4 (7.8) 11 (21.5) 13 (25.4) 7 (13.7)
300K_ENT_PH 0 (0.0) 0 (0.0) 8 (15.6) 5 (9.8) 17 (33.3) 16 (31.3) 5 (9.8)
300K_ENT_PH_DN 1 (1.9) 2 (3.9) 10 (19.6) 5 (9.8) 12 (23.5) 10 (19.6) 11 (21.5)
Lambda_narr 0 (0.0) 0 (0.0) 12 (23.5) 3 (5.8) 12 (23.5) 14 (27.4) 10 (19.6)

Based on the results present in Table 6, we can determine that the recommendations produced by our
approaches generated an nDCG@5 greater than the participants' median in at least 60% of the topics.
Speci�cally, KWVec 66.6%, Lambda 60.7%, 300K_ENT_PH 74.5%, 300K_ENT_PH_DN 64.7% and
Lambda_narr 70.5%. Moreover, all our approaches achieved the maximum score nDCG@5 score in at
least 9.8% of the topics, topped by 300K_ENT_PH_DN with a 21.5%. In regard to the re-rankings en-
hanced with entities and events or narratives, both runs, 300K_ENT_PH and 300K_PH_DN are rather
homogeneous, with the same range of values [0.126, 0.714], and slightly similar median values. How-
ever, both Q1 and Q3 nDCG@5 scores surpass those of KWVec and Lambda. Despite the fact that
model 300K_PH_DN achieved the largest number of topics with a maximum score, its median did not
surpass that of KWVec's. In all the cases, the results obtained by 300K_ENT_PH and especially by
300K_PH_DN indicate that background linking can bene�t from augmenting the articles with additional
extracted information, such as named entities and events.

TREC 2021 News Track results All our methods had results that surpassed the best results in TREC
2021.
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4.4 SemEval 2022 Task 8: Multilingual News Similarity

This SemEval task aims to develop systems that identify multilingual news articles that provide similar
information. The task is: Given a pair of news articles (in the same language or in different languages),
are they covering the same news story? This is a document-level similarity task in the applied domain
of news articles, rating them pairwise on a real-valued [1-4] scale, from where 1 is most similar and 4
is least similar. We cover several techniques and propose different methods for �nding the multilingual
news article similarity by exploring the dataset in its entirety. We consider that the textual content, the
provided metadata, and representative images corresponding to the news articles would draw on a
multiplicity of modes, all of which contribute to the meaning and the main story of the news articles.
Moreover, we also translate the articles in a high-resource language (English) in order to assess the
ability of our models in an English-only context. Therefore, besides the articles, we took advantage
of the article texts, the provided metadata (e.g., title, keywords, topics), the images (those that were
available), and knowledge graph-based representations for entities and relations present in the articles.
We investigate the multimodality of the data by experimenting with sentence, image, and knowledge
graph embeddings by directly computing the semantic similarity between the different features and by
predicting through regression the similarity scores.

4.4.1 Data

The training data has 4,964 article pairs from seven languages (English, German, Spanish, Arabic,
Polish, Turkish, and French) and gold standard similarity scores for six dimensions (Geography, Entities,
Time, Narrative, Style, Tone), plus the Overall score. The �nal evaluation data has 4,902 pairs and three
“surprise” languages that were not present in the training data (Chinese, Italian, and Russian).

Table 7: Training and evaluation data statistics for SemEval 2022 Task 8.

Train Eval
Monolingual pairs 4,387 3,462
Cross-lingual pairs 577 1,440
Unseen language pairs NA 2,000
Total 4,964 4,902
Top image 6,755 7,569

4.4.2 Approaches for assessing the similarity between news

We experiment with a variety of approaches for this task: document embeddings from Sentence-BERT
(Reimers & Gurevych, 2019c) (pre-trained SBERT models and �ne-tuned models) in both multilingual
and monolingual settings, image embeddings, and knowledge graph embeddings. We evaluate the
performance of the different models with the Pearson correlation between the similarity scores predicted
by the model and the gold standard scores.

4.4.3 Semantic textual similarity models

A straightforward solution for �nding the similarity between two texts is approaching it with sentence
embeddings. Thus, we start our experimental setup by encoding the articles with Sentence-BERT
(SBERT) (Reimers & Gurevych, 2019c). We explore this approach by encoding the articles with SBERT
and using the cosine similarity of articles pairs as the predicted Overall score. For these experiments,
we used the default hyperparameters provided by Reimers & Gurevych (2019c).
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Table 8: Correlation between similarity scores from different proposed models and the Overall score.

Model Pearson-r
Semantic Textual Similarity & Regression

(1a) SBERT (PARAPHRASE-MULTILINGUAL-MPNET) Similarity 0.6713
(1b) SBERT (ALL-MPNET) - Google Translate Similarity 0.7139
(1c) SBERT (PARAPHRASE-MULTILINGUAL-MPNET) Regression 0.7396
(1d) SBERT (ALL-MPNET) - Google Translate Regression 0.7835

Image Similarity & Regression
(2a) Images (CLIP-VIT-PATCH32) Similarity 0.2991
(2b) Cross-images (CLIP-VIT-PATCH32) Similarity 0.2607
(2c) Images (CLIP-VIT-PATCH32) Regression 0.1043
(2d) Images (VIT-LARGE-PATCH32) Regression 0.1124

Knowledge Graph Similarity & Regression
(3a) KGm+LSA+SBERT (DISTILBERT+XLM-ROBERTA+ROBERTA) Similarity 0.7128
(3b) KGm+LSA+SBERT (DISTILBERT) Regression 0.5134

Text & Image & Knowledge Graph Regression
(4a) Text+metadata (XLM-ROBERTA-LARGE) Regression 0.7773
(4b) Text+metadata+images (XLM-ROBERTA-BASE+CLIP-VIT-PATCH32) Regression 0.7020
(4c) Text+metadata+images (XLM-ROBERTA-LARGE+VIT-LARGE-PATCH32) Regression 0.7335

Similarity based We �rst concatenate the title and the textual content of each article, and due to the
multilingual characteristic of the data, we encode the textual sequence with a pre-trained multilingual
SBERT model and compute the Pearson correlation between the cosine similarity of these sentence
embeddings and the gold labels, results presented in Table 8 (1a). Then, we experiment with machine
translating all the non-English articles to English using Google Translate and use an English SBERT
model, results presented in Table 8 (1b).

Regression based We �ne-tune the SBERT model on the multilingual pairs, results presented in
Table 8 (1c) and on the machine-translated articles, results presented in Table 8 (1d). For �ne-tuning,
we use only the Overall score as the target similarity score. Since the similarity scores provided in the
training data are in the range [1-4] from most to least similar, we normalize the Overall scores since the
scores provided by cosine similarity are in the [0, 1] range from least to most similar.

Table 9: Extracts from an article pair where the Overall similarity score predicted by SBERT (1d) is 3.159, while the
gold standard similarity score is 4.0. Similar terms in bold.

Article1 Article2
1492472369 (EN): At least one person has been
con�rmed dead , following Saturday's �re that gut-
ted the Mgbuka Obosi Spare Parts Market in Ide-
mili North Local Government Area of Anambra ...
Mr Edwin Okadigbo , the Public Relations Of�cer
of the Nigeria Security and Civil Defence Corps
(NSCDC), Anambra command, con�rmed the inci-
dent in Awka.

1530831511 (EN): At least, one person has been
con�rmed dead ... in a road mishap that involved a
commercial bus and a motorcycle in Mbosi junction,
Ihiala Local Government Area of Anambra State
on Tuesday ... Spokesperson of the Nigeria Secu-
rity and Civil Defence Corps, NSCDC in Anambra
State, Edwin Okadigbo said preliminary ...

Results We can substantially improve the English-only model for �nding the similarity between two
articles by �netuning not just with monolingual English pairs from the training data but by using all the
machine-translated pairs. However, we observe some cases where our best performing �netuned model
is misled by similar turns of phrase even if the article pair covers different events. We show extracts
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