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1 Introduction

The main objective of the EMBEDDIA project is to develop methods and tools for effective exploration,
generation and exploitation of online content across languages thereby building the foundations for
the multilingual next generation internet, for the benefit of European citizens and industry using less-
represented European languages. One facet of this effort is EMBEDDIA work package 5 (WP5), which
is concerned with Natural Language Generation (NLG). In order to support journalists and media com-
panies in efficiently reaching as many demographics as possible, the objective of WP5 is to design
and develop news automation systems that are transferable across languages, transferable across do-
mains, and are transparent in the NLG process. In particular, with the output of NLG that is dynamic,
has narrative structures, and uses figurative and colourful language.

More specifically, WP5 aims to develop a flexible, accurate, and transparent NLG system architecture
that can be transferred to new domains and languages with minimal human effort; develop tools for
creation of dynamically evolving content, incorporating narrative structure and user knowledge; and
develop tools for creation of figurative language and headlines. The work package consists of three
primary tasks:

- Task T5.1, Multilingual text generation from structured data, will adapt NLG technology for the
requirements of news generation. The task will develop mechanisms for (i) determining what is
interesting or important in the given data and deciding what to report, and for (ii) rendering that
information in an accurate manner (i) in multiple languages.

- Task T5.2, Multilingual storytelling and dynamic content generation, will develop a novel method
for automatically organising news articles based on the domain of the article.

« Task T5.3, Creative language use for multilingual news and headline generation, will make the
generated texts more varied and colourful by generating creative expressions, especially in head-
lines. We will find similar terms and metaphors by finding analogous terms in different contexts
using context-dependent embeddings. A special focus will be on cross-cultural metaphors.

In this deliverable, we report on the development relating to task T5.1 within the first 18 months of
the project, with the chief focus being on how the abstract architecture developed in Task 2.3 and
described in Deliverable D2.4 — “Multilingual language generation technology” can be applied to news
automation.

In the following sections of this deliverable, we will first define and introduce automated journalism, the
general process of automatically generating news text (Section 2). We then briefly describe the state of
the art in Natural Language Generation, the technical process by which said news texts are generated
(Section 3). Based on this background, we then conduct an analysis of how various approaches to NLG
relate to the requirements imposed by the news domain (Section 4). Following this background, we
describe very briefly the general natural language generation architecture employed within the EMBED-
DIA project (Section 5). This is followed by the main contribution of this report: the descriptions of two
instantiations of said architecture in the form of two case studies, highlighting how the architecture can
be applied to different types of news generation contexts (Sections 6 and 7). In Section 8 we describe
our plans for evaluating the success of our approach. Finally, we conclude this work by a brief analysis
of the most important results and an enumeration of future research directions in Section 10.

The description of Automated Journalism (Section 2) borrows heavily from Leppénen, Tuulonen, and
Sirén-Heikel (in press). The section on Natural Language Generation (Section 3) is abridged from a
more indepth overview present in Deliverable D2.4. We repeat only the most points most salient for
the following requirement analysis (Section 4) for the benefit of those readers not familiar with D2.4.
Readers already familiar with Deliverable D2.4 should be able to largely skip Section 3.

4 of 23




O

ICT-29-2018 D5.2: Initial news generation technology

2 Automated journalism

The use of automation to produce news text is increasingly employed and of interest to news organi-
zations around the world (Sirén-Heikel, Leppénen, Lindén, & Béack, 2019). This automation is often
referred to, in the literature, as “automated journalism” (Caswell & Dérr, 2018; Dorr, 2016; Graefe, 2016)
but terms such as “news automation” (Sirén-Heikel et al., 2019), “robot journalism” (Montal & Reich,
2017), “machine journalism” (Lindén et al., 2019) etc. are also used. Despite a wide agreement that au-
tomated text generation methods are both useful and being used in the real world, the literature shows
a relatively wide spread of variation in how the concept is precisely defined.

This lack of a shared definition indicates that the term “automated journalism” shares a definitional
difficulty like that observed with the term “Artificial Intelligence.” As with Al, it is trivial to point out things
that are not automated journalism (e.g. spelling correction in a text editor), but difficult to define precise
boundaries or a positive definition. Trying to distinguish “automated journalism” from concepts such as
“computer-assisted reporting” and “data journalism” is sufficiently non-trivial to have warranted research
to identify ways the uses of the concepts differ and overlap (Coddington, 2015).

A commonly used definition is provided by Graefe (2016, p. 14), who defines automated journalism as
“the process of using software or algorithms to automatically generate news stories without human inter-
vention.” While we agree that the systems falling within this definition indeed are examples of automated
journalism, we believe it to be needlessly restrictive. In a way, Graefe defines automated journalism by
virtue of what it is replacing: it is automated journalism if it is journalism and it is replacing a human.
This definition ignores the possibility of using automation to enhance and aid the human, rather than
simply replacing them.

Others, such as Dorr (2016) and Caswell and Dérr (2018), approach automated journalism through the
technology employed. In their view automated journalism is about the employment of Natural Language
Generation methods for producing news text. Natural language generation is a “subfield of artificial
intelligence and computational linguistics that is concerned with the construction of computer systems
that can produce understandable text in English or other human languages from some underlying non-
linguistic representation of information” (originally Reiter and Dale, 1997, p. 57; also used by, e.g., Gatt
and Krahmer, 2018, p. 68). As such, Caswell and Dérr’s definition explicitly excludes, for example,
systems that produce summaries of news content written by other humans.

The decision of Caswell and Dorr to limit automated journalism to systems that function from non-
linguistic inputs, and thus exclude e.g. automated translation, summarization and associated technolo-
gies, provides a clear delineation between news automation and the general use of technology in the
newsroom. At the same time, it might also be overly restrictive: we believe that there can be automated
systems working from linguistic inputs that would fall within an intuitive definition of “automated journal-
ism.” It is notable the definition used by Graefe (2016) in turn allows for these kinds of technologies to
be included within the umbrella of the term.

In this deliverable, we use the term automated journalism along the lines of Caswell and Dérr. In our
view, automated journalism is the act of automatically producing a complete or near-complete news
text from some underlying (structural, non-linguistic) data. We include the qualifier “near-complete”
as a conscious acknowledgement of the view that a human can — and perhaps should — be included
in the journalistic process of publishing. In practice, this means that our definition includes systems
that produce story “blanks”, which already contain the main beats of the story but need further human
editing before they are ready for audiences. Such a definition is supported by our discussions with the
media partners taking part in EMBEDDIA, who agree that the type of automation described above (i.e.
producing text for humans to refine) would be of interest to them.

As noted above, the general task conducted in automated journalism is known in the technical literature
as natural language generation, or NLG for short. More specifically, the systems being developed in
WP5 are performing ‘data-to-text NLG’, where ‘data’ refers to structured data. That is, the systems are
not designed to ingest unstructured data, such as raw text. In the next section we first give an overview
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of (data-to-text) NLG in general as well as how it can be viewed as a series of subtasks, followed by a
description of how the subtasks common to data-to-text NLG can be completed.

3 Natural language generation

As the relevant background on Natural Language Generation is also detailed in Deliverable D2.4, due
concurrently with this deliverable, we only provide here an abridged version which provides a brief recap
of the most salient points. Please see Deliverable D2.4 for a further details.

The academic literature on NLG explores a wide variety of approaches to NLG, applied to a variety
of slightly different NLG problems. As noted above, our workdescribed in this deliverable focuses on
a variant of NLG called data-to-text generation. Even within this one area, a wide range of NLG ap-
proaches have been suggested. While no consensus has been reached on ‘the right way’ has been
reached, there is relatively broad agreement that the larger NLG task can be divided into subtasks. It
is notable that this divisions is often only conceptual: many neural NLG systems train a single, unified
neural network to conduct all the subtasks in a single, global, architecture (Seminally e.g. Wen et al.,
2015, presenting the neural encoder-decoder approach to NLG). At the same time, later neural systems
have also shown that reintroducing division into subprocessess can be beneficial (Puduppully, Dong,
& Lapata, 2019; Ferreira, van der Lee, van Miltenburg, & Krahmer, 2019). Despite this, no consensus
has been reached on what, precisely, the subtasks are. On a high level, there is some agreement that
NLG involves three large subtasks: content determination, document and sentence planning, surface
realization (Reiter & Dale, 2000). At the same time, later reviews have identified more fine-grained divi-
sions, with e.g. Gatt and Krahmer (2018) using a six-way split and Reiter (2007) describing a four-way
split.

The recent review of the NLG field by Gatt and Krahmer (2018) identified that, in addition to whether NLG
is achieved in a modular fashion — with subcomponents each dedicated to some variant of the subtasks
described above — or in a unified manner — for example with a neural encoder-decoder architecture —,
the various systems can be characterized in terms of whether they employ manually programmed rules
or approaches based on machine learning.! Here, it is important to highlight that these two questions
of architecture and method are considered orthogonal: rule-based systems can be global and unified,
and neural approaches can be modular.

Rule-based approaches use handcrafted rules, often derived from either corpus analysis and expert
consultations (Gkatzia, 2016) to achieve the NLG task. As a consequence of their robustness, they
provide a relatively high quality floor and allow for transparent and explainable processing. Furthermore,
they allow for manual correction of any mistakes in the processing. It is likely due to these properties
that especially newsrooms seem to prefer rule-based systems (See Sirén-Heikel et al., 2019, where
all interviewed newsrooms used template-based NLG, a subcategory of rule-based systems). While
commercial NLG providers are notoriously secretive of their systems’ internals, the few available public
source code repositories (E.g. Yleisradio, 2018), private conversations with stakeholders and the lack
of any explicit advertisement of neural methods within the industry indicates that rule-based methods
are, indeed, dominant outside of academia. At the same time, rule-based systems are costly to produce
and require co-operation between domain experts and NLG/NLP experts to establish the system. It is
especially difficult and costly to add variation into the generated texts. This is unfortunate, given the
observation that the reusability of the commercial rule-based systems seems to also be very low, at
least insofar as it is seen by the customers of NLG providers (Linden, 2017).

Academic work on the other type of NLG systems has in the recent half-decade been extremely focused
on using neural networks. Compared to the rule-based NLG approaches, the neural approaches have
various upsides and downsides. On the positive side, they seem to have a much higher quality ceiling. In
other words, especially in complex domains, they can reach very good results and produce highly fluent

"While Gatt and Krahmer (2018) also identify a third category of ‘planning-based approaches, which we skip here in the
interest of keeping this survey of the NLG background suitable concise. We do not believe the planning-based approaches (that
to our understanding are rarer than the others) affects our analysis in a meaningful fashion.
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text. They are also faster to build than the rule-based approaches, and the same model architecture
can be often reused in another text domain, albeit with the models retrained. At the same time, on the
negative side, the need for training data can be debilitating in some domains and languages (Gkatzia,
2016). The need for training data also effectively limits the automation to mimicking what humans have
been doing, where as, for example in journalism, there is significant industry interest in applying NLG
to produce texts that humans have traditionally been unable to produce. Even when the training data is
technically available, the expected output text is often not aligned with the input data, and thus cannot
be used directly for the development of an NLG system (Belz & Kow, 2010). Furthermore, at least in
limited domains, even recent neural end-to-end approaches failed to conclusively outperform rule-based
approaches (Dusek, Novikova, & Rieser, 2018).

Empirical evidence also suggests neural NLG — even the recent multi-stage variants (E.g. Puduppully et
al., 2019) — suffer from a type of overfitting called ‘hallucination’, where the system produces output that
is not based on the underlying data (Reiter, 2018a; Nie, Yao, Wang, Pan, & Lin, 2019; Dusek, Howcroft,
& Rieser, 2019). This is potentially fatal for the methods’ applicability to real-world news generation.
Finally, neural approaches are inherently opaque to inspection, which has significant consequences for
trustworthiness and error correcting. As the systems are opaque, their quality floors are unknown, and
must often be assumed to be relatively low. This is in stark contrast to the rule-based systems which
have lower quality ceilings, but relatively high quality floors. With respect to error correction, neural
systems do not allow for targeted system modifications to correct for a specific mistake the system is
making. Rather, the system can only be trained further — or completely retrained — with more data.
This, together with the unknown quality floor, means that it is very hard to know whether the general
system performance has improved or decreased after some problem is fixed’ by retraining. Especially
this last problem is complicated by the observation that the most commonly used automated metrics for
estimating the output quality of an NLG system correlate imperfectly with human judges (Reiter & Belz,
2009; Liu et al., 2016; Dusek et al., 2018; Gatt & Krahmer, 2018).

Our interpretation of the current state-of-the-art in NLG is that trainable end-to-end approaches are
mainly ready for real-world use in situations where there is ample pre-existing training data of high quality
and either the produced texts are very short (i.e. scenarios similar to the E2E Challenge described by
Dusek et al. (2018)) or if even major mistakes in individual pieces of output are not problematic, but
concurrently high linguistic variation in the output is needed.

4 Requirements analysis

In the case of news automation, several important requirements for the technology can be identified.
Previously, we have identified the requirements for transparency; accuracy; modifiability and transfer-
ability; fluency; data availability; and topicality (Leppanen, Munezero, Granroth-Wilding, & Toivonen,
2017).

The requirement from transparency stems from a media-specific need for accountability (McBride &
Rosenstiel, 2013; Stark & Diakopoulos, 2016) and strive for objectivity (Mindich, 2000), as well as the
increased public scrutiny of the fairness of algorithmic decision making in general (e.g. Angwin, Larson,
Mattu, & Kirchner, 2016). This need is also driven by a more concrete need to protect newsrooms from
legal consequences. For example, in Finland the editor-in-chief of a newsroom is always accountable
for everything that is published. It is very difficult — if not impossible — for the editor to ethically take
responsibility of a complete black box without assigning a human to check the texts produced by the
automation. Such a system of checks, however, distinctly diminishes the potential of automation.

The requirement for accuracy, we hope, is self-evident. A system producing untruthful content both
exposes the newsroom employing the system to legal liability, and also erodes the readership’s trust
in the news product. As such, the system be known to be accurate in its output. In fact, automation
has been classically used in news domains that are prototypically objective and have the highest accu-
racy requirements, such as weather reports (Goldberg, Driedger, & Kittredge, 1994) and financial news
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coverage (2014).2 The requirement for accuracy also interplays with the aforementioned requirement
for transparency: establishing trust in the system’s accuracy requires either very extensive testing or a
transparent system.

The system must also be modifiable and transferable. NLG systems are costly to set up. Unless the same
underlying technology can be reused in multiple domains, the newsrooms will have very few domains
wherein the potential profits and savings offered by the use of automation can justify a from-scratch
effort to produce an automated system. As noted by an anonymous interviewee of Linden (2017): “It is
difficult to create generic solutions, we have to start from scratch for each new case, and relatively little
is reusable.”

In terms of fluency, the level required is dependent on how the system is intended to be used. In cases
where the output is directed at human journalists who can polish the text and add additional analytical
details, the requirement is significantly lower than in cases where the text is delivered directly to the
news consumer. In both cases, however, the fluency must be high enough to ensure that the information
content of the text is understood correctly by the readers.

The availability of data is less important from an academic perspective, but is crucial from a business
perspective. Any developed systems must be able to produce enough content to cover the cost of
their creation. As such, the system needs to produce content from datasets where multiple stories are
available. It is notable, however, that this content needs not be produced in a single go. Rather, both
a constant drip of news stories (for example, a constantly updating coverage of the present state of the
COVID-19 situation) and an occasional bulk production (for example, generating a multitude of stories
every time new data on the economy is released) are viable options. This last factors, however, also
indicate a need for topicality in the data: however cheap, producing automatic summaries of decades old
NHL ice hockey games is unlikely to be a sound business move.

Analysing these requirements further, we can note that while the two latter requirements apply more to
the data of the system, the first four are more technological questions. As a summary, it is desirable to
produce a transparent and accurate system that is modifiable, transferable and of some minimal fluency
level. Of these four requirements, the first two speak highly in favour of rule-based or hybrid systems
over fully neural approaches: as discussed above, especially end-to-end neural systems are effectively
black boxes and also tend to suffer from hallucination in even the most restricted domains.

On its face, the third requirement for modifiability and transferability seems to favour systems based on
machine learning, such as end-to-end neural NLG systems, over rule-based systems. It is, however,
important in our view to distinguish here between the theoretical and practical transferability of the sys-
tems. In practice, neural end-to-end NLG system are only transferable at the cost of huge amounts of
training data in the form of aligned input-output pairs of structured data and human-written text. It is our
understanding that aligned training data is exceedingly rare in the real world outside of some specific do-
mains such as sports, finance and weather. Furthermore, such data cannot, by definition, exist for new
domains and text types where the costly human news production is not profitable, but where automation
could be useful. While some systems have been presented for unsupervised learning of an NLG model
(E.g. Schmitt, Sharifzadeh, Tresp, & Schiitze, 2019), they make several very significant assumptions
regarding the structure of the input data, effectively requiring a partially lexicalized document plan as
input. For example, Schmitt et al. (2019) generate English language outputs using as input knowledge
graphs defined using English language labels and relations, thus giving almost all the necessary lex-
ical information ‘for free.” This severely limits the practical transferability of neural approaches. These
considerations apply whether the neural systems are global and unified or fully neural pipelines.

Simultaneously, the requirement for modifiability and transferability indicate that global rule-based sys-
tems are not optimal, as transferability is maximized when large parts of the system can be reused when
transferring to a new domain. As such, we construe this requirement as pointing towards modular rule-
based approaches or modular hybrid approaches that incorporates some neural components that are
not dependent on aligned training data, but can for example be trained solely on textual corpora.

2This might be a consequence of most pre-existing automation approaches being unsuitable for more complex journalism, see
Stray (2019).
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Overall, our analysis of the requirements indicates that the needs of WP5 are best served by an NLG
approach that is modular and at least partially rule-based, but also incorporates some neural processing,
thus resulting in a hybrid approach. We believe that this interpretation is given more credibility by the
fact that the little available evidence points to real-world newsrooms preferring rule-based systems over
completely neural systems (Sirén-Heikel et al., 2019).

5 The EMBEDDIA news generation technology

The EMBEDDIA news generation approach (refer to Deliverable D2.4 for a detailed description of the
approach) is based on a pipeline of components with dedicated responsibilities. This structure allows for
the individual components to be modified and replaced without affecting the rest of the pipeline. As the
domain and language specific aspects of the pipeline are largely segregated (with the parts specific to
both domain and languages further delegated to specific subcomponents), the system at large can be
transferred to new domains and languages much more easily than applications based on a non-modular
approach to NLG.

The architecture consists of eight primary stages: message generation, document planning, template
selection, lexicalization, aggregation, named entity resolution, morphological realization and surface re-
alization. The modularity of the architecture allows us to employ both rule-based modules and neural (or
otherwise machine learning based) modules in the same architecture. As the rule-based and machine
learning approaches have complementing upsides and downsides, this hybrid approach allows us to
always pick the option that fits best the requirements for any stage of the pipeline.

While the architecture itself is flexible, any concrete implementation will need to make various design
decisions that affect which types of flexibility are prioritised over others. To demonstrate how the archi-
tecture is useful for various types of flexibility foci, we will next describe two concrete implementations.
While both implementations are multilingual (i.e. produce textual output in more than one language),
they differ in what types of domain flexibility they prioritise.

The system developed within the EuroStat case study (Section 6) is flexible with regard to addition and
removal of data sources, but consequently is based on fundamental assumption about the format in
which the data is provided and thus requires a degree of data preprocessing. Additionally, it is tailored
towards a certain type of data and would not be suitable to, for example, reporting about a sports
event.

The system developed within the COVID-19 case study (see Section 7) is very flexible in terms of
incorporating new data analysis methods. In other words, the system can be enhanced easily to impute
and derive more and more information about the underlying input data. As a consequence, however, the
system is very tied to the underlying data and changing the domain would require potentially significant
retooling.

Despite these different modularity foci, the two systems share the majority of their code base in the
form of an NLG core module, which contains shared domain and language agnostic code (e.g. code
for parsing the templating language described in Section 6.4 and code for passing information between
the pipeline components), interface definitions and abstract classes that can be extended to concrete
language and/or domain-dependent implementations (e.g. morphological realization described in Sec-
tion 6.7).

6 Modularity of datasets: The EuroStat case study

The Eurostat case study is a system implementation that produced textual news content from various
data tables provided by EuroStat. EuroStat, also known as the European Statistical Office, provides
various data collected by and about the EU member countries — and some other non-EU countries — in
a unified way through their online service portal. While the underlying data is collected by the member
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countries, EuroStat collates the data into single digital location, combining information from the various
sources and ensuring that the data provided is comparable across the various sources.

As noted above, the EuroStat case study, an initial implementation of which is described herein, seeks
to provide a system that is easily adaptible to any data table published by the EuroStat. The system
identifies the most pertinent — newsworthy — information from the data tables it is provided with and
reports them in natural language. As a consequence of this adaptability to the various data tables, the
system does not provide for any significant imputation or derivation of additional information beyond
what is provided directly by EuroStat. The goal is to provide a starting point — a story ‘blank’ of relatively
raw text material — which the journalist can refine to a larger story or focus down to a more detailed
report. While unlikely to be directly interesting to majority audiences, the raw textual outputs might also
be useful for niche expert audiences outside of the newsroom whose work directly interfaces with said
data.

An overview of the EuroStat system is shown in Figure 1. As in Figure ??, the central column of
Figure 1 contains the main components of the architecture. These components, in conducting their
processing, refer to various resources described in the right-most column of boxes. The resources are
either dependent on the domain alone (light blue), dependent on the output language alone (red), or
dependent on both (hatched). The system is interfaced with via the AP/ and Control element, which
provides an HTTP API for communication and also initiates the generation pipeline.

We will next describe the components of the pipeline in the order they appear in the system.

6.1 Data preprocessing

As described above, the EuroStat case study assumes a uniform data input format. The Data Preproces-
sor, together with data table specific processing provided by the individual Table Preprocessors ensures
this. Notably, this preprocessing is not conducted online — i.e. it is not triggered by a user requesting a
text from the system — but is conducted once new data is provided to the system, and the results are
stored and reused.

First, the data provided by EuroStat is flattened into a two-dimensional table of data by a per-data table
Table Preprocessor. The flattened table always contains a selection of metadata columns labeled where,
which defines a location such as ‘Finland’; where_type, which defines what type of a location the value in
where iS, for example ‘country’ in case of Finland; timestamp, which tells what time the data is related to,
timestamp_type, Which provides an interpretation for the timestamp column. In terms of database design,
the values in these columns together form a unique key for each row of data. The rest of the columns
contain the various datapoints pertaining to each location and timestamp. The only restriction imposed
on these columns is that the names of the columns are defined as colon-separated sequences of labels,
so that the column names form an implicit hierarchy.

For example, a column might be labeled cphi:hicp2015:cp-hi02:rt01, where the individual labels are
cphi (the name of the underlying data table), hicp2015 (stating the values are about the harmonized
consumer price index, which uses the year 2015 as a starting point), cp-hio2 (values are about the
‘Alcoholic beverages and tobacco’ category) and rto1 (value is the growth rate on previous month (£5)).
A column labeled cphi:hicp2015:cp-hi02:rt12 would provide the yearly growth rate of the same variable.
This use of hierarchical column names is important later, during the document planning process as it
allows for automated determination of how related various variables are.

Second, the shared Data Preprocessor attempts to impute some limited additional data by comparing
the values of the individual countries to the relevant values for the EU as a whole, as well as the US,
provided that data is available. Similarly, columns are added to describe the ranks of the various values
in relation to other nations at the same instance in time.

Third, the shared Data Preprocessor computes an estimate of how statistically unexpected each value is
and stores the information in the data table. This computation is at the present based on the interquartile
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Figure 1: A high-level view of the EuroStat case study. On the two right-most columns, red boxes indicate modular
components that are specific to a language, where as light-blue boxes indicate modular components that
are specific to a domain. Hatched boxes are specific to both. Template databases and lexical resoures
are grouped into a set of Tabular Data Resources, each specific to a certain data table and language.
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Table 1: The fields of a Fact data structure in the EuroStat case study. The hypothetical Fact states that in the
fifth month of 2020, in Finland, the consumer price index, using the year 2015 as the start of the index,
of alcoholic beverages and tobacco changed by 0.01 with respect to the value of the index during the
previous month.

Field Description Example value

where What location the fact relates to Finland

where_type What the type of the location is country

timestamp The time (or time range) the fact re- 2020M05
lates to

timestamp_type The type of the timestamp month

value A (usually) numeric value 0.01

value_type A descriptor defining how the nu- cphi:hicp2015:cp-hi02:rt01
meric value should be intepreted

outlierness A statistical estimate of the outlier- 1

ness of the Fact’s value field’s con-
tents, as obtained using the IQR
method.

ranges of the data, as described by us previously (Leppanen, Munezero, Sirén-Heikel, Granroth-Wilding,
& Toivonen, 2017). This statistical estimate of unexpectedness forms the bases for estimating how
newsworthy each piece of information in the data table is.

6.2 Message generation

When a user requests a new text be generated, the system initiates the main NLG pipeline. The user
provides the system with some input parameters, most notably the language they want the system to
output as well as the names of the data tables the system should process.

The first step taken is Message Generation, where the user-defined data tables (preprocessed as de-
scribed above) are read and transformed into immutable atomic units of information called Facts. The
format of a Fact data structure, as used in the EuroStat case study, are shown in Table 1. Note how the
fields of the Fact relate to the columns of the data tables, described above: each Fact describes one
row’s one non-metadata column’s value, with the value of the non-metadata column in the value field
and the name of the column in the value_type field. The rest of the fields are filled from the metadata
columns. This provides for a simple way to express arbitrary columns as Facts.

As noted, these Fact data structures are immutable and can not be modified after they have been cre-
ated. This ensures that the data underlying the story is not accidentally modified during the generation
process. At the same time, the ability to attach mutable information to these Facts is useful, if not nec-
essary. As such, each Fact is encapsulated within a mutable Message data structure. In the case of the
present implementation of the system, the Messages also have fields for a Template (discussed later),
as well as a computational estimate of newsworthiness.

At the present, the newsworthiness of a message is the outlierness value of the underlying fact weighted
to account for the recency of the information so that newer information is more newsworthy. In the future,
this value could also be influenced by user-specific weights that describe the degrees to which the
individual users believe different factors are newsworthy (See Leppanen, Munezero, Sirén-Heikel, et al.,
2017, discussing automated newsworthiness detection in context of election results).

The output of the message generation step is an unordered set of Facts — each embedded in a Message
— with estimates of the facts’ newsworthiness. Together, these Facts and Messages represent the sum
totality of the information that could be included in the final text document.
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6.3 Document planning

Working from this set of atomic pieces of information, the next step in the processing pipeline is to deter-
mine which pieces of information to actually include in the document. This decision is done jointly with
the planning of the text structure: the naive approach of simply greedily selecting the most newsworthy
pieces of information fails to account for situations where some piece of information that is of medium
newsworthiness becomes highly relevant after some more newsworthy piece of information is selected
for inclusion.

The details of the processing conducted in this stage are, however, skipped here for the reason that
the processing is explained in great detail in Deliverable D5.3 - ‘Initial dynamic new generation technol-
ogy’.

The output of this process is a tree-structure called ‘Document Plan’, which details what pieces of infor-
mation (Messages) are to be included in the document and in which order they are to be presented.
The Document Plan also contains structures that approximate the eventual division of the text into para-

graphs.

6.4 Template selection

Following the production of document planning, the first language-specific step of the process is under-
taken. The system inspects the various Messages in the Document Plan and associates each with a
phrase skeleton that provides basic information as to how the Fact contained within the Message is to
be realized into the target natural language.

These skeletal phrases take the form of Templates, which are defined in databases that are specific to
both the language being generated and the dataset being processed. They are defined in a custom
templating language and consist of canned text and short phrases interspersed by Slots that refer to
fields of the Facts each Template is to be associated with. An example of the templating language is
provided in Figure 2.

en: {location} had the {value, ord} highest {value_type} [in {time}]
| value_type = cphi:.*:rank.*

Figure 2: Example of an English language template used in the EuroStat case study. The template might be
eventually realized as, for example, “Finland had the 4th highest monthly growth rate of the harmonized
consumer price index for the category ‘food and non-alcoholic beverages’ in June 2019”

The Templates consist of two types of content. The first are the template strings, identifiable by the
language code (‘en:’ in Figure 2). The Slots are defined using brackets { and } and can also contain
additional metadata. In Figure 2, the slot ‘{value, ord} will eventually be replaced by a number from
the underlying Fact’s value field, displayed as an ordinal. Content marked by square brackets [ and ] is
optional, and the single template string is realized to Template variants both with and without the marked
content.

In addition, each Template is associated by rules, which define where the template can be applied. In the
case of Figure 2, the template is applicable to any Fact where the value_type field matches the regular
expressions cphi:.*:rank.*. In other words, the example is applicable to any fact derived from a table
called ‘cphi’ and discussing a rank of a value. Notably, multiple template lines can be associated with a
single group of rules, thus allowing for addition of variation without repetition of the associated rules. The
templating language also allows for multiple languages’ templates to be defined together with shared
rules. In this instantiation of the architecture, however, we have elected to separate the templates by
language.

Template candidates are selected from the database first by filtering for the correct language and then by
matching the rules. This usually results in several possible templates that contain references to varying
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optional fields. For example in Figure 2, we would obtain both a variant that includes a reference to time
and a variant that does not refer to time.

To obey the Gricean maxim of quantity, the template selector moves through the Document Plan, keep-
ing track of the present context. In cases where the Message to which a template needs to be assigned
shares values of contextual fields, for example timestamp, with the previous Message, the selector at-
tempts to identify a template without reference to said field. Only if no such template is available, does
it select a template that conveys ‘redundant’ information. In other words, the template selector attempts
to avoid repetition such as two subsequent sentences both ending in ‘in June 2019’

During the template selection process, each Message in the Document Plan is associated with a Tem-
plate, resulting in a modified Document Plan.

6.5 Aggregation

The next step, aggregation, inspects the document plan and attempts to identify scenarios wherein
two subsequent templates can be condensed. For example, the sentences ‘Unemployment grew by 5
percentage points in Finland’ and ‘Unemployment grew by 6 percentage points in Sweden’, contains a
shared prefix ‘Unemployment grew by’, and can thus be condensed to the sentences ‘Unemployment
grew by 5 percentage points in Finland and 6 percentage points in Sweden’

As demonstrated above, this task is presently done simply by considering prefixes of sentences and
reducing those where possible, with the added limitation that aggregation cannot remove the actual
values. That is, the system is not allowed to aggregate the sentence pair ‘The number of unemployed
people grew by 125 in Finland. The number of unemployed people grew by 125 in Sweden. to ‘The
number of unemployed people grew by 125 in Finland and Sweden’. The example demonstrates the
danger of such aggregations, where it's no longer clear from the aggregated sentence whether there
are a total of 125 more unemployed in Finland and Sweden combined, or whether both countries saw an
increase of 125, meaning the total increase is 250 people.

A consequence of this relatively simple aggregation approach is that only a trivial amount of language-
specific resources are needed. At the present, the only required information is what is each language’s
corresponding expression to the English language ‘and’

To accommodate these aggregated sentences, the Facts of the two combined sentences are both as-
sociated with a single Message that also associates with the combined Template. As such, beyond
this stage the Fact-Message relation is no longer one-to-one, as it has been thus far, but potentially
many-to-one. At the present, the system is only allowed to aggregate at most two Facts into a single
Message to limit the creation of extremely long and complex sentences. This is because we have, so
far, been unable to identify a suitable heuristic to distinguish whether further aggregation improves or
reduces the overall text fluency. In the future, we intend to investigate how text readability metrics such
as those described in Deliverable D2.4 could be used to intelligently decide on a suitable degree of
aggregation.

6.6 Lexicalization, date realization and entity name resolution

Following aggregation, several steps are taken to realize the slots in the templates as natural language
expressions. The first stage, lexicalization, inspects the slots and matches the content referenced by them
(i.e. the contents of the Facts) with language and domain-specific rules called Lexical resources.

These resource contain information that tells the Lexicalization module that, for example, column names
of the form cphi:X:Y, when included in the text via Slots referring to the contents of the value_type fields,
are to be realized in English as ‘the X for the category Y’, where X and Y are parts of the column name.
Further resources then state that values for X, such as ‘hicp2015’ ought to be realized in English as the
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phrase ‘harmonized consumer price index’. Together, these rules can be thought of as forming Context-
sensitive Grammar that is applied to the various templates until the template stabilizes. In other words,
the rules can realize an individual token into set of tokens where some of the new tokens are then
matched and processed by further rules. For instance, the token ‘cphi:hicp2015:cp-hio6’ would first be
realized into six tokens as ‘the hicp2015 for the category cp-hi06’ after which further rules would realize
hicp2015 as ‘harmonized consumer price index’ and cp-hi06 as ‘‘health”, resulting the stabilized realization
‘the harmonized consumer price index for the category ‘health”.

This stage also includes some domain-independent processing. For example, the various numbers
referred to by the document plan are rounded to some suitable amount of decimal places to avoid
numbers with an excessive number of decimal places.

Next, a separate component called Date Realizer realizes any references to the timestamp fields of the
Facts, realizing them to some suitable language-specific expression. Language-specific information is
retrieved from separate Date resolvers which inform the process, for example, about the fact that the first
month of the year is known as ‘January’ in English but “Tammikuu’ in Finnish. In the future, this stage
will be incorporated into the next stage, Entity Name Resolution and is at the present separate only as
an artefact of the system’s evolution over time.

Finally, the Entity Name Resolution stage realizes references to domain entities, such as countries. This
step, too, consults language specific information provided in Entity Name Resources. These contain in-
formation such as that Austria is called ‘Itavalta’ in Finnish. While Figure 1 denotes these resources
as dependent on both the language and the domain, we note that the dependence of these resources
on individual domains is very light and the same resources (such as country names) are needed al-
most always irrespective of the individual data tables being realized. At the same time, it is possible
that future domains might discuss more domain-specific entities and as such would need more unique
resources.

A notable property of the entity name resolution process is that in addition to realizing the various
references to domain entities, the process also considers the form of the references. For example, in
a situation where the previous sentence already referred to Finland by name, the follow-up sentence
uses a pronoun-like referential construct such as ‘the country’ if a reference is needed. This processing
becomes increasingly important if the system at any point in the future includes people as the domain
entities, as it would then need to decide e.g. whether to refer to a person using their full name, a
surname only, some position they hold (‘the prime minister’) or a pronoun.

6.7 Morphological realization

After all the lexicalization-related stages, the templates in the document plan are all expressed solely
as linguistic constructs. These constructs, however, are not necessarily yet in their correct grammatical
forms. For example, in the case of Finnish, a previous stage might simply decide that a slot ought to be
realized as the lemma ‘Suomi’ (engl. ‘Finland’) in the inessive noun case (‘Suomessa’, corresponding
roughly to the English preposition ‘in’). The actual realization is left to the following stage, morphological
realization.

In this stage, the system consults language-specific morphological realizers to correctly inflect the
words. In the above example, the lemma ‘Suomi’ (‘Finland’) is realized as ‘Suomessa’ (‘in Finland’).
This separation of morphological realization from the lexicalization is not strictly necessary in case of
languages such as English, where morphological complexity is fairly low, as the amount of variants
needed of each domain entity’s name is very low.

However, for languages such as Finnish with high morphological realization, it is not feasible to predefine
all the inflected forms. This is demonstrated well by Karlsson (1996) who provides 2253 inflections of a
single basic Finnish noun, ‘kauppa’ (eng. ‘shop’). While the listing contains word forms that are unlikely
to occur in real use of the language, it is nevertheless infeasible to manually curate all the possible
word forms in a dictionary. Similarly, the Finnish morphology does not allow for simply appending static
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In Austria, the cost of rehabilitative care was 2594.06 million euro in
2017. It was 2474.92 million euro in 2016 and 2348.41 million euro in
2015. [..] The cost of inpatient rehabilitative care was 1577.18 million
purchasing power standards (PPS) in 2017. The cost of inpatient reha-
bilitative care was 0.48 percent of the gross domestic product. It was
0.47 percent of the gross domestic product in 2016 and 0.46 percent of
the gross domestic product in 2015.

Figure 3: Example of output from the EuroStat case study system, discussing the Austrian spending on health care.
We emphasize that both the structure and contents of the story are decided in a completely dynamic
manner, as described in Deliverable D5.3.

suffixes, as morphological processes necessitate some variance in the suffixes based on the lemma
being inflected, and in some cases changes in the root (lemma) itself.

In case of Finnish, we employ the UralicNLP library by Hamalainen (2019) which provides facilities
for both analysis and generation of arbitrary morphological forms of Finnish language words. The li-
brary also supports English, and as such it is used for English language morphological realization as
well.

6.8 Surface realization

Following morphological realization, the document plan is a complete description of a natural language
text. What remains for the surface realizer to do is to flatten the tree-structure into a linear text and
add orthographic details such as sentence-first capitalization and sentence-final periods. While these
orthographic details are in reality language-specific — consider, for example, Spanish with its sentence-
first inverted exclamation points and the various quotation methods used by different languages — it is
presently handled in a language agnostic manner. If this needs to change in the future, the process will
be modified to extract the language-specific decision making into separate components as with some of
the preceding components.

It is also necessary to decide at this point the format in which the text is output from the system. For this
last purpose, the surface realization module allows for inclusion of HTML markup elements to designate
paragraphs, or the formatting of the text as a JSON formatted list of paragraphs. This processing is
independent of both the language and the domain.

Finally, the readied text — in the user-specified format — is returned to the user and the generation
process is complete. An abridged example of system output is provided in Figure 3. Note that the
document structure is determined purely using computational means taking into account how statistically
surprising the various mentioned facts are. Note also the aggregation in the second sentence, with ‘the
cost of rehabilitative care’ being referred to as ‘it'.

6.9 Modularity of datasets

As observed above, the system needs a limited amount of information that is specific to both the do-
main (dataset) and the language being generated. These are provided in the shapes of the template
databases, the lexical resources and to some degree the entity name resources. In addition, domain-
specific but language-independent resources are needed in the form of the table preprocessors.

To make the system modular with regard to various datasets, the resources specific to both a language
and domain are grouped together into tabular data resources, shown as the tan boxes in Figure 1. For
example, resources specific to the consumer price index dataset (cphi) and the English language are
provided in resource named ‘cphi_english_resource’. These resources are defined as Python 3 files and
contain all the relevant information needed information to produce text about the consumer price index
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dataset in English. The only additional dataset specific information needed is the language-independent
table preprocessor for that specific input data table.

This modularity of datasets allows the system to be easily extended to support a new dataset, as only
two modular components need to be produced. Once a dataset is supported in one language, addition
of support for another language — already supported by the system — only requires the tabular data
resource to be translated to the new file.

At the same time, addition of support for a new language the first time is still non-trivial, as resources
need to be provided for aggregation, date and entity name realization as well as morphological realiza-
tion.

7 Modularity of analysis: The COVID-19 case study

The COVID-19 case study system produces textual news content about the COVID-19 situation based
on frequently updating online data. The intended use case of the system is as a provider of constantly
updating stories, each tailored to some specific geographic area. The system uses data described in
Dong, Du, and Gardner (2020), available for academic research purposes. As the COVID-19 case study
is built on the same technology as the EuroStat case study above, the significant bulk of the processing
is identical. As such, we will limit our discussion to the differences between the two case studies.

As already mentioned above, the most significant difference between the two systems is the goal they
are seeking to achieve: whereas the EuroStat case study investigates how a single larger NLG sys-
tem can easily accommodate multiple domains (with some assumptions of a shared format etc.), the
COVID-19 system’s focus is on allowing for extensive analysis of a single known data source.

In other words, the COVID-19 case study system’s goal is to be modular with regard to analysis, en-
abling system operators to easily add and remove self-contained, modular, analysis components. As a
consequence of focusing on a single domain and input data source, the COVID-19 system architecture
(See Figure 4) lacks the preprocessing step of the EuroStat system, but instead incorporates a series
of Message Parsers. These Message Parsers each tell the system how to extract a certain type of infor-
mation from the input data. In their simplest, they might simply extract the values of certain fields in the
input data, such as the number of identified patients in a certain country at a specific date, to their own
messages. They can, however, also conduct arbitrarily complex processing and as such can produce
Messages describing information that is not provided directly in the input data as a specific value, but is
rather a result of some computation. For example, a specific Message Parser might compute the rate of
change in the number of infected by looking at a combination of pre-existing values.

As with the EuroStat case study, the system also needs templates and other linguistic resources to
express these messages. Whereas in the EuroStat case study we described these as ‘domain specific,
in the case of the COVID-19 case study, it's more accurate to describe them as analysis specific, as
each analysis needs their own templates and lexical resources. Naturally, these resources are also
language specific. These analysis specific elements (message parsers, templates, lexical resources)
are grouped into analysis resources, which are analogous to the tabular data resources used by the
EuroStat case study. Adding a new analysis to the system thus only warrants the addition of a new
analysis resource module. These modules can be added and removed from the system without affecting
the rest of the system, thus providing significant modularity of analysis. Support for new languages is
added by modifying each analysis resource’s template database (as noted above in Section 6.4, multiple
languages’ templates can be defined using shared rules) and adding the required lexical resources. In
addition, when adding support for a language the first time, resources also need to be provided for
aggregation, entity name resolution and morphological realization, as shown in Figure 4.

As the COVID-19 case study system is focused on a single domain only, the principally domain-dependent
entity name resolution process becomes static across the various analyses conducted and reported by
the system. As the domain is static and the entity name resolution is not specific to the individual
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Figure 4: A high-level view of the COVID-19 case study. On the two right-most columns, red boxes indicate modular
components that are specific to a language, whereas light-blue boxes indicate modular components
that are specific to an analysis. Hatched boxes are specific to both. A message parser, a template
DB (containing templates for multiple languages) and lexical resources are defined in modular Analysis
Resources, each containing the required resources to conduct a specific type of analysis and to realize
the results in any relevant language.
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analyses, it is effectively only specific to language. This is reflected in the architecture shown in Fig-
ure 4.

To highlight the analytical modularity, the COVID-19 input data is very limited, forcing the system to con-
duct data enrichment for even very simple messages. In fact, the only messages immediately available
from the input data are the per-date running totals of identified COVID-19 cases, deaths and recoveries
per country. All other data is computed from these raw values. An example of system output is provided
in Figure 5.

6826 total COVID-19 cases in Finland by yesterday

In Finland, there have been 6826 confirmed cases by yesterday. The
number of confirmed cases increased by 0.7 percentage and 50 cases
between the day before yesterday and yesterday. The number of con-
firmed cases increased by 3.9 percentage and 258 cases between the
day before yesterday last week and yesterday.

There have been 316 confirmed deaths by yesterday. The number of
deaths increased by 0.6 percentage and 2 cases between the day be-
fore yesterday and yesterday. The number of deaths increased by 3.3
percentage and 10 between the day before yesterday last week and yes-
terday.

Figure 5: Example of output from the COVID-19 case study system.

8 Evaluation methods

As work on both systems described above still continues, we have not yet conducted a formal evaluation
of their performance. At the same time, even our initial successess in implementing the systems and
producing meaningful textual outputs points towards at least a reasonably successful NLG approach.
Our plans for evaluating the NLG systems are detailed in Deliverable D5.1 — “Datasets, benchmarks
and evaluation metrics for multilingual text generation” and as such we only provide a brief outline of our
plans.

In Deliverable D5.1, we identified that automated evaluation based on gold standard textual outputs is
not feasible for our scenario. For a meaningful automated evaluation, we would need a corpus consist-
ing of aligned pairs of input data and the expected system output. Such datasets are not available and
producing them ourselves would be prohibitively costly, given the complexity of the domain. In addition,
we would need to produce these corpora in multiple languages for the evaluation to meaningful. In ad-
dition, recent works have highlighted severe problems with various de facto standard evaluation metrics
used in NLG, such as BLEU (Papineni, Roukos, Ward, & Zhu, 2002). For example, Reiter (2018b) states
that ‘evidence [..] does not support using BLEU [..] for scientific hypothesis testing.” Other metrics, too,
have been criticized as ‘uninterpretable’ and ‘[uncorrelated] with human judgements’ (van der Lee, Gatt,
van Miltenburg, Wubben, & Krahmer, 2019).

Due to these concerns regarding the validity of the various available evaluation metrics, we do not view
our lack of suitable gold standard outputs as a significant problem: even if such a corpus existed, human
evaluations would be preferable over automated metrics. As such, we intend to evaluate the systems
by virtue of an intrinsic human evaluation, where online judges are shown documents produced by the
system (rather, various versions of the system) and are asked to evaluate them along properties such
as whether they are pleasant to read, contain meaningful information, etc. Such evaluations are easy to
conduct for large languages, such as English, but becomes increasingly difficult to conduct in reasonable
time for smaller languages such as Finnish, Estonian and Croatian. For cases where insufficient online
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judges are available on various online platforms, we hope to leverage qualitative results obtained from
domain experts employed by project media partners.

The overall success of the NLG approach is then to be judged as a combination of the quantitative results
obtained from online judges for larger languages, the qualitative results obtained from domain experts
in smaller languages as well as qualitative analysis of how the described software and architecture fit to
the requirements identified in Section 4. For this last component, we can already provide some initial,
tentative analysis.

The systems are built using a transparent approach which enables inspection of the decisions and rea-
soning made by the system through extensive logging. The present implementations are also accurate,
in that the processing does not at the present allow the system to hallucinate any content. At the same
time, the nature of the implementation ensures that if any problems were detected, the errors can be
corrected with targeted modifications. The two case studies together also demonstrate that the system
is transferable: in fact, the COVID-19 system was built by taking the EuroStat system and transferring
it to fit the new domain. The high degree of code reuse between these two systems further reinforces
our analysis that even these initial versions of the produced systems are very transferable. Similarly, the
two case studies together show the modifiability of the systems, with the COVID-19 system taking the
EuroStat system and modifying it so that the system is structured around modules defined in terms of
individual analyses rather than datasets. Clearly the same basic approach is easily modifiable to suit
various different processing needs.

While especially the COVID-19 case study produces relatively fluent language (see Figure 5), the flu-
ency of the output has significant room for improvement. At the same time, even these initial versions’
output should be suitable for highlighting potentially interesting aspects of possible very large datasets.
Together with the above analysis on the other requirements, we believe the systems together demon-
strate our news generation approach’s suitability for producing news in various languages and in various
domains using a reusable and transferable core system. This result also serves as validation of the ar-
chitectural work conducted in Deliverable D2.4.

9 Associated outputs

The work described in this deliverable has resulted in the following resources:

Description Availability

EuroStat news generation | https://github.com/EMBEDDIA/eurostat-nlg | To become public
system (source code)

COVID-19 news generation https://github.com/EMBEDDIA/covid-nlg To become public
system (source code)

We note that the source code repositories listed above are under active development, as work on both
case studies is expected to continue to the end of the project. In addition, we are preparing scientific
publications on these systems. As such, the source code repositories listed above are not yet public.
The source code will be made public later with a suitable open source license, as the code bases
stabilizes and the scientific publications being prepared become public.

10 Conclusions and further work

In this Deliverable, we have described two case studies exemplifying our approach for adapting the mul-
tilingual language generation technology developed in Task T2.3 to automated journalism. Together, the
case studies highlight the adaptability of the underlying technology by providing system modularity with
regard to different datasets (EuroStat case study, Section 6) and analyses within a dataset (COVID-19
case study, Section 7). The two case studies share a significant bulk of their code bases, both being built
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on a shared NLG core that defines common interfaces and contains domain and language agnostic code
and default implementations. In addition, the two systems share major subsystem implementations, for
example the document planners (see Deliverable D5.3) and morphological realizers. Our initial analysis
of the systems’ properties indicates that the approach selected is very promising.

The systems have been implemented as Dockerized (Merkel, 2014) standalone software and provide
clearly documented restful Application Programming Interfaces. This has enables their easy integration
with WP6 within the EMBEDDIA project, as well as easy future integration into other systems as nec-
essary. This approach also enables the provision of the systems as public online services later on if
such an action is deemed useful. The systems will be made initially accessible through the EMBEDDIA
platform developed in WP6 for testing and evaluation by project media partners. Commercial use of the
systems in their present state is partially limited by the licensing terms of the used data.®

In terms of future work, these work-in-progress systems provide us with a rule-based baseline to which
further hybrid components can be added and in the context of which the hybrid approaches can be eval-
uated. Based on our experience in building these systems, we believe that the most potential for hybrid
approaches is found in lexicalization (see Deliverable D2.4 for an initial trial of potential solution), doc-
ument planning (see Deliverable D5.3 for description of ongoing work), newsworthiness determination
and aggregation. In the future, we intend to continue our work by investigating how these components
would best benefit from the use of technologies based on the contextual and cross-lingual word embed-
dings developed in Work Package WP1. We will also elicit feedback from domain experts in the project
media partners’ newsrooms to identify what aspects of the systems are the most important to focus on
and conduct a more rigorous evaluation as described in Section 8.
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