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1 Introduction
The main objective of the EMBEDDIA project is to develop methods and tools for effective exploration,
generation and exploitation of online content across languages thereby building the foundations for
the multilingual next generation internet, for the benefit of European citizens and industry using less-
represented European languages. One facet of this effort is Work Package 5 (WP5), which is concerned
with Natural Language Generation (NLG). Natural language generation is a “subfield of artificial intelligence
and computational linguistics that is concerned with the construction of computer systems that can
produce understandable text in English or other human languages from some underlying non-linguistic
representation of information” (Reiter & Dale, 1997; Gatt & Krahmer, 2018). More specifically, the focus
of WP5 is on automated journalism, which concerns the automated generation of news texts (Dörr, 2015;
Caswell & Dörr, 2018).

In order to support journalists and media companies in efficiently reaching as many demographics as
possible, the objective of WP5 is to design and develop news automation systems that take data as input
and produce a textual report in response; the methods designed in EMBEDDIA aim to be transferable
across languages, transferable across domains, and transparent in their NLG process.

Following the requirements above, WP5 developed a flexible, accurate, and transparent NLG system
architecture that can be transferred to new domains and languages with minimal human effort; develop
tools for creation of dynamically evolving content, incorporating narrative structure and user knowledge;
and develop tools for creation of figurative language and headlines. The work package consists of three
tasks (where this deliverable reports on work done in Task T5.2):

• Task T5.1, Multilingual text generation from structured data, adapts NLG technology for the re-
quirements of news generation. The task develops mechanisms for (i) determining what is in-
teresting or important in the given data and deciding what to report, and for (ii) rendering that
information in an accurate manner (iii) in multiple languages.

• Task T5.2, Multilingual storytelling and dynamic content generation, develops a novel method for
automatically organising news articles based on the domain of the article.

• Task T5.3, Creative language use for multilingual news and headline generation, makes the gen-
erated texts more varied and colourful by generating creative expressions, especially in head-
lines. We find similar terms and metaphors by finding analogous terms in different contexts using
context-dependent embeddings. A special focus will be on cross-cultural metaphors.

More specifically, the goal of Task T5.2 is to identify general methods for document structuring that can
be similarly applied to many domains and situations. This means looking outside of both the ‘story level
templates’ frequently used in industry, which are effectively large hand-coded decision trees for selecting
what information to present in the text and in which order; and the massively data-driven approaches
frequented in academia, which depend on very large corpora of aligned input data and output text. The
first are hardly ‘dynamic’ and transfer poorly (mostly not at all) between domains, and while the latter
are technically transferable, they tend to assume the existance of a large corpora of aligned input data
and output text, which limits them from being applied to the myriad of potential news domains that have
been traditionally too expensive to cover using human means, essentially creating a type of large-scale
bootstrapping problem. For an extended overview of the relevant background to document planning, and
the larger context of this work, we direct readers to the previously published deliverable D5.3.

In this deliverable, we report the final developments relating to task T5.2. In the previous Deliverable
D5.3 from the same task we described a heuristic-based approach for dynamically deciding the order
in which information is presented to the reader in automatically generated news texts, and introduced a
work-in-progress approach base on neural processing. In this deliverable, we describe the continuation
of our work on improving the first of these methods (Section 2); a word embedding-based variant of
that method for determining the degree of similarity between two pieces of information (Section 3); a
new method for taking explicitly into account the information the reader has obtained from a previously
read text (Section 4); and the completed neural-network based method introduced in Deliverable D5.3
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(Section 5). We then present our concluding thoughts on this work, including a brief touch on the
forthcoming evaluation of the work (Section 6), and finally list the associated outputs (Section 7).

2 Initial evaluation of the heuristic-based baseline
method

In the previous Deliverable D5.3 of this task, we described a heuristic-based method for structuring
news content (see Section 4 of Deliverable D5.3). Inspired by an analysis of works on how human-
written news texts tend to be structured, the heuristic bases its decisions on what information to include
in the text, and in which order the information be presented in, on three factors: an estimate of the
newsworthiness of a piece of information, thematic similarity and contextual similarity. Thematic simi-
larity describes how similar the topics of two arbitrary messages (i.e. pieces of information) are. This
aspect captures, for example, that – all other things equal – it is intuitively more reasonable to follow
a fact about a nation’s spending on health care with other messages related to health care spending,
than with a message about some unrelated topic such as football. Contextual similarity describes how
similar the contexts of two arbitrary facts are. It captures the intuitive notion that it is more reasonable to
follow a fact about Finland’s spending on preventive medicine in 2020 with another piece of information
about Finland in 2020, rather than about Austria in 1990. The goal of combining these three factors
is to produce a text that contains as newsworthy messages as possible, while also enforcing a level of
coherence into the document.

Following minor modifications to the method by reformulating the thematic similarity measure in terms
of un-shared suffix rather than shared prefix which slightly simplified the code in the context of our
specific case study, we evaluated the method with domain experts, i.e. journalists. The evaluators
were presented with articles generated using both the proposed heuristic-based method, as well as
baseline texts created using a system that greedily builds the document plan from maximally newsworthy
messages. During the evaluation, the evaluators would read a text and then indicate their agreement
with the following statements:

Q1: The text matches the heading

Q2: The text is coherent

Q3: The text lacks some pertinent information

Q4: The text contains unnecessary information

Q5: The text has a suitable length

The results of the evaluation are presented in Table 1. The combined work, i.e. the method described
in Deliverable D5.3 and since then slightly modified as described above, and the results obtained from
the evaluation, were published by Leppänen and Toivonen (2021) in the Nordic Conference on Compu-
tational Linguistics. The published paper is presented as Appendix A of this deliverable.

3 Approximating information similarity using word
embeddings

As noted above, a key part of the heuristic-based method described in D5.3 (see Leppänen and Toivo-
nen (2021), provided as Appendix A in this deliverable) is a similarity measure between two data points.
In the heuristic-based method, we estimate this similarity using two factors: first, whether the data points
share the exact same values for the location and timestamp fields (i.e. whether they discuss the same
location and the same point in time), and more importantly using a hierarchy of labels used to describe
the interpretation of the datapoints’ values.
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Table 1: Results obtained during the evaluation. Parentheses indicate answer ranges and whether the higher (↑),
lower (↓) or middle values are to be interpreted as the best. The pMWU column contains the (uncorrected)
p-value of a two-sided Mann-Whitney U test. An asterisk indicates the p-value is statistically significant
also after applying a Bonferroni correction to account for multiple tests.

Our method Baseline

Statement Median Mean SD. Median Mean SD. pMWU

Q1 (1–7, ↑) 5 4.40 1.64 2 1.80 0.41 < 0.001*
Q2 (1–7, ↑) 5 4.33 1.76 2 1.60 0.51 < 0.001*
Q3 (1–7, ↓) 4 4.47 1.81 6 5.80 1.42 0.049
Q4 (1–7, ↓) 5 5.13 1.55 6 6.33 0.62 0.024
Q5 (1–5, 3 best) 3 2.93 0.59 4 4.07 0.70 < 0.001*

As an example of the latter type of similarity, we would use the value health:cost:hc2:mio_eur to indicate
that a number is to be interpreted as the amount of money, measured in millions of euros, spent by some
nation on rehabilitative care in some time period. Denoting the previous example as F1, we can consider
two other examples F2 and F3, where F2 is health:cost:hc2:eur_hab, the cost of rehabilitative care as
euros per inhabitant and F3 is health:cost:hc41:mio_eur, the cost of health care related imaging services
in millions of euros. Intuitively, F1 and F2 are thematically closer than F1 and F3. We’d then approximate
this similarity by observing either the amount of shared prefix or unshared suffix between two such
hierarchical label.

The first of these factor has a significant downside in that it is completely binary, where it would be
preferable to consider, e.g., Finland and Sweden more similar than Finland and Albania. The second
factor, in turn, depends on the existence of the hierarchy of labels. While our specific context gives
us such a hierarchy effectively for free, this requirement still limits the applicability of our approach to
domains where such hierarchies are more difficult to establish.

Motivated by the above observations, we investigated an alternative approach based on word embedding-
based text similarity. Namely, our revised approach assigns each message (i.e. an atomic unit of in-
formation that can be either included in or excluded from the text, see Deliverable D5.2 for additional
details) an embedding in a word-embedding space using the following approach. First, we create from
each message a temporary single-node document plan consisting of only that message. Next, we ap-
ply the template selection, lexicalization, entity name resolution and morphological realization stages of
the NLG pipeline to the temporary document plan, thus obtaining a sentence-length natural language
representation of the message. For example, the English language representation of one message is
as follows: “In January 2021, in Austria, the monthly growth rate of the harmonized consumer price index for the
category ’food and non-alcoholic beverages’ was -3.3 points”.

Having thus obtained natural language representations for all the potentially interesting messages, we
then conduct a modified document planning process, where the similarity component of the document
planning heuristic is based on the cosine similarity between the messages’ representations in word
embedding space, rather than the binary equivalence and the hierarchy similarities used in the previ-
ously described heuristic-based method. In other words, when comparing the similarity between two
messages, we take their natural language expressions and query a language model (in our case, the
FinEst BERT model developed within the EMBEDDIA project) for their embeddings. As the natural lan-
guage expressions consist of multiple BERT tokens, we use the FinEst model’s tokenizer to split the
sentence into BERT tokens, obtain those tokens’ word embeddings, and take their mean. This results
in a BERT-embedding sized sentence embedding, which we treat as a message embedding. As an alter-
native to taking the mean of the individual word embeddings, it would be possible to use the [CLS] token
embedding instead. The similarity between two messages is then calculated using the cosine distance
between the messages’ embeddings.

Initial experiments with the approach described above revealed that, while the process did seemingly
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In January 2021, in Austria, the monthly growth rate of the harmonized
consumer price index for the category ’food and non-alcoholic beverages’
was -3.3 points. It was 4.3 percentage points less than the EU average.
In February 2021, it was 2.9 percentage points more than the EU average.
It was 3.2 points. The country had the highest monthly growth rate of the
harmonized consumer price index for the category ’food and non-alcoholic
beverages’ across the observed countries. In January 2021, the country
had the 23rd highest value for it across the observed countries.

In February 2021, the monthly growth rate of the harmonized consumer
price index for the category ’unprocessed food’ was 5.2 percentage points
more than the EU average. It was 5.7 points. In January 2021, it was 5.9
percentage points less than the EU average. It was -4.3 points. In February
2021, the country had the highest monthly growth rate of the harmonized
consumer price index for the category ’unprocessed food’ across the ob-
served countries. In April 2021, the country had the 25th highest value for
it across the observed countries.

Figure 1: An excerpt from a text produced using the word embedding-based document planning approach.

improve upon the simple baseline approach that greedily selects the most newsworthy messages to the
document plan, it is not clear that it performs better than the heuristic-based approach.

An additional complication of the approach is related to its resource usage. While the individual em-
beddings are not very costly to compute, and take relatively little memory, the amount of messages that
have to be considered in the generation process is very large. Even after limiting the data to very recent
data points, we often see messages number close to 200,000. Producing, and most importantly stor-
ing in memory, this many embeddings takes non-trivial resources, thus limiting the approach’s potential
usefulness in a real-time setting especially in contexts where the processing is done without hardware
such as GPUs or TPUs that would significantly speed up the neural computations.

To counteract this problem, we incorporated limits to the number of messages that can be considered.
At present, the system only generates the top-10,000 most newsworthy messages for countries other
than the focus country of the text being generated, and during document planning only conducts the
embedding-based similarity calculation for a short-list of the 1,000 most high-scoring candidate mes-
sages. An example of a text produced from Eurostat data describing consumer price indices is pre-
sented in Figure 1. The example was generated using the Eurostat case study system within which this
approach was developed (see deliverable D5.2 for additional details on the system).

4 Taking background knowledge into account
According to the task description, document planning should take into account background information
already acquired by the user. In an optimal situation, we would have access to a global user history
which contained information about all the articles the user had previously read. This, however, would
require, maintaining user accounts within the EMBEDDIA platform and providing confidentiality to an
extent not feasible within the project. As such, we present a modified document planning process that
takes into account a local history of the user that is available without setting up complex user accounts
or logging of the texts read. Our approach is based on obtaining the messages present in the previously
read text, and adjusting newsworthiness weights during the generation of the next text based on the
previously used messages.

To obtain the messages included in the previously generated article, the system re-generates the doc-
ument plan for the previously generated article. While a global history would, as noted above, require
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some type of user activity storage, this type of local history is significantly easier to acquire. For ex-
ample, if the system is embedded in a website that allows the user to request articles using dropdown
menus to select that article’s target location, it is trivial to include in a request what article the user was
reading when they requested the next article.

The module takes as an input nucleus messages, satellite messages and messages, previously re-
ported to a user. All messages are accompanied with newsworthiness scores. Assuming that the
user just read the previous messages, the module aims at balancing of two goals: keeping cohesion
and avoiding redundancy. To keep cohesion, the module increases newsworthiness for the nucleus
messages that belong to the same types with the previous messages. To avoid redundancy, the module
decreases newsworthiness of the satellite messages that are identical to the previous messages.

As an example, let us consider a news article about Finland generated based on the Eurostat database.
If this is the first news piece queried by the user, a news article will contain the text, shown in Fig-
ure 2.

In March 2020, in Finland, the monthly growth rate of the harmonized
consumer price index for the category ’health’ was 2.4 points. It was
2.2 percentage points more than in US. In Turkey, it was 2.6 percentage
points more than in US. It was 2.8 points. Finland had the 2nd highest
monthly growth rate of the harmonized consumer price index for the cate-
gory ’health’ across the observed countries. In Turkey, the yearly growth
rate of the harmonized consumer price index for the category ’health’ was
10.4 percentage points more than in US.

In Estonia, it was 1.3 percentage points more than in US and January
2020, in Finland, the monthly growth rate of the harmonized consumer
price index for the category ’education’ was 1 percentage points less than
in US. In the country, it was -0.8 points. It was 0.8 percentage points less
than the EU average. In Lithuania, it was 1.3 percentage points more than
in US and Iceland, it was 0.9 percentage points more than in US.

Figure 2: An example of a text produced when the text is the first generated for the user.

However, if the user has previously read an article about Lithuania, the same query will result in a
different output, presented in Figure 3.

Among other differences, it can be seen that the first and the last sentences in the text have changed.
The first, unconditioned, article starts with a message about the ‘health’ category in March 2020, while
the article conditioned by the previous message reports ‘education’ in January 2020—this is to in-
crease cohesion, since ‘education’ in January was reported in the news article about Lithuania. At
the same time, the last sentence disappears because we assume that the user already knows this
information.

The cohesion-preserving adjustment is presented in Algorithm 1. For each message in the nucleus,
the algorithm tries to find a similar previous message, i.e. a message that has the same value_type and
timestamp. Then the newsworthiness of the new message is adjusted proportionally to the newsworthi-
ness of the previous message, with adjustable coefficient α.

The redundancy-avoiding adjustment is presented in Algorithm 2. If the message has been previously
reported, its newsworthiness decreases with exponential scaling factor β. The idea is that if a message
is highly relevant for the current query it could be in principle repeated but this might happen only with
very few most worthy messages.

The approach described above has been developed in the context of the Eurostat case study system
(see Deliverable D5.2), and will be evaluated in that larger context within the scope of Task T5.4.
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In January 2020, in Finland, the monthly growth rate of the harmonized
consumer price index for the category ’education’ was 1 percentage points
less than in US. It was -0.8 points and 0.8 percentage points less than
the EU average. In February 2020, it was 0.2 percentage points less than
in US. The country had the 8th highest monthly growth rate of the har-
monized consumer price index for the category ’education’ across the ob-
served countries. The monthly growth rate of the harmonized consumer
price index for the category ’education’ was 0 points.

In March 2020, the monthly growth rate of the harmonized consumer price
index for the category ’health’ was 2.4 points. It was 2.2 percentage points
more than in US. The country had the 2nd highest monthly growth rate of
the harmonized consumer price index for the category ’health’ across the
observed countries. In February 2020, the country had the 12th highest
value for it across the observed countries. The monthly growth rate of the
harmonized consumer price index for the category ’health’ was -0.3 points.
It was 0.5 percentage points less than in US.

Figure 3: An example of a text produced when the text is generated after the user has previously read an article
about Lithuania.

Algorithm 1 Pseudocode describing how newsworthiness is adjusted for Nucleus
function INCREASECOHESION(Nucleus, PreviousMessages)

for all m ∈ Nucleus do
prev_worthiness = FINDPREVIOUSWORTHINESS(m, PreviousMessages)
m.newsworthiness ← m.newsworthiness × ( prev_worthiness

α + 1)
end for

end function

function FINDPREVIOUSWORTHINESS(m, PreviousMessages)
for all p ∈ PreviousMessages do

if m.value_type = p.values_type & m.timestamp = p.timestamp then
return p.newsworthiness

end if
end for
return 0

end function

Algorithm 2 Pseudocode describing how newsworthiness is adjusted for Satellites
function AVOIDREDUNDANCY(Satellites, PreviousMessages)

biggest_prev_worthiness ← max(p.newsworthinessforp ∈ PreviousMessages)
for all m ∈ Satellites do

if m ∈ PreviousMessages then
m.newsworthiness ← m.newsworthiness × βm.worthiness

βbiggest_prev_worthiness

end if
end for

end function
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Figure 4: General architectures of the pairwise (left) and position (middle) classifiers, as well as the pointer network
(right) as in Vinyals et al. (2015). The vectors w refer to token embeddings, and a to a paragraph
embedding.

5 Learning news structure from corpora
A significant obstacle to the use of end-to-end neural approaches to document planning is the lack of
suitable training data where professionally written news reports are aligned with the data records that
led to the reports, i.e. the outputs and inputs of the journalistic process. The availability of such datasets
is in general very limited, except for certain domains such as sports. For example, Puduppully, Dong,
and Lapata (2019) use a dataset of human-written summaries of basketball games aligned with the
corresponding score tables, and train an end-to-end neural model for document planning. However,
since their approach is suitable to only a limited set of domains, we are highly interested in machine
learning based methods that would not require such aligned datasets. As newsrooms have extensive
archives of reports written by journalists, i.e. the process outputs, we want to investigate methods for
document structuring that are trained on textual corpora alone.

We present three kinds of neural approaches for document structuring in such a data-driven manner,
using a corpus of human-written news articles but without the underlying data records. Common for
these three approaches is that they are all trained to predict the ‘correct’ position of an input sentence,
i.e. the sentence’s most appropriate position within a news article given its content. Since the pieces of
information in a news article tend to be arranged according to their relative newsworthiness (Thomson,
White, & Kitley, 2008; White, 1997), we make the assumption that, when training these models, a
sentence si observed before another sentence sj in a news article is also more newsworthy than sj .
Although we admit that newsworthiness certainly does not always decrease linearly with each sentence,
we postulate that such neural models can learn at least some useful patterns between a sentence’s
newsworthiness and its content. A data-driven neural model might also learn such patterns that could
be difficult for the human to notice or write into rules. General architectures of these three models are
depicted in Figure 4.

Our first approach is a pairwise neural network, which takes a sentence pair (si , sj) as input, and outputs
a value y ∈ [0, 1], its prediction of whether si should precede si in a paragraph. The sentences are fed
into the network as sequences of token embeddings which reflect the context-dependent meaning of
the tokens. This token embedding sequence is then transformed into one representation of the whole
sentence, which we accomplish using either a convolution operation or a recurrent neural network.
When the pair of sentences (si , sj) has been transformed into a pair of sentence representation vectors
(si , sj), this vector pair is then further merged into one vector s through a bilinear transformation such
that s = siWsj , where W ∈ Rn×n is a weight matrix and si , sj ∈ Rn. Finally, this merged vector s is fed to a
fully-connected layer, whereafter the final output value y is computed using a sigmoid activation function.
This pairwise approach is similar to Chen, Qiu, and Huang (2016) and Agrawal, Chandrasekaran, Batra,
Parikh, and Bansal (2016).
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The second approach is a neural network that works as a sentence position classifier, following the
architecture of Bohn, Hu, Zhang, and Ling (2019). Instead of taking sentence pairs (si , sj) as its input,
it takes only one sentence at a time, and outputs a value y ∈ {1, 2, ... ,Q }, where Q is the number of
quantiles into which a paragraph of news text is divided. That is, this approach does not predict the exact
position of a sentence within a paragraph, but the most appropriate quantile into which it should belong.
The number of quantiles has to be pre-determined, and is fixed for all paragraphs in both training and
testing phases regardless of the actual number of sentences in paragraphs. In order to assign each
sentence si a quantile qi , we use the formula

qi = b
i − 1

n
Q

c∀i = 1, ... ,Q, (1)

where n is the number of sentences in a paragraph. That is, in case there are fewer sentences than
quantiles, some quantiles will not be assigned to any sentence, while in the opposite case, several
sentences might be assigned to the same quantile.

In this approach, the input sentence si is fed into the network as a sequence of token embeddings, as in
the first approach, but this time each token embedding is concatenated with an embedding representing
the whole article. In this way, the network can relate the given input sentence to its context. In the first
approach, this is done by comparing one sentence to another, their relative order given as the training
label. Subsequently, this sequence of embeddings is fed to a recurrent layer that outputs a single vector
representing the whole sentence. As in the first approach, this vector is then further passed on to a
fully-connected layer, and finally an output layer of dimension Q, indicating the predicted quantile of the
sentence using the softmax activation function.

Our third approach is a sequence-to-sequence recurrent neural network called a pointer network (Vinyals,
Fortunato, & Jaitly, 2015). The purpose of this model is to predict the correct sentence sequence
(paragraph) O = (o1, ... , on) given an unordered set of n sentences S = {s1, ... , sn}, where oi is the index
of some sentence such that the correct i-th sentence is soi . The model consists of an encoder and a
decoder, which are both recurrent LSTM networks.

The encoder is fed the sentences S as sentence embeddings S = {s1, ... , sn } and it produces a sequence
of vector representations E = [e1, ... , en], i.e. hidden states, where the last vector en is a representation of
the whole sequence. Given the encoder hidden states E, the decoder outputs in n steps its prediction
Ô = (ô1, ... , ôn) for the correct sequence. At each step i = 1 ... n, the decoder’s input consists of the
encoder hidden states E = [e1, ... , en], the decoder’s hidden state di−1 from the previous step, and the
decoder’s previous output (embedding of predicted sentence) sôi−1 . At the first step i = 1, the encoder’s
last hidden state is used as the decoder’s first hidden state (d0 = en), and s0 is a random vector.

At each step, the decoder uses an attention layer to compute a vector ui , attention vector ai , and a new
hidden state vector di such that

ui = vT tanh(W1E+W2di−1)

ai = softmax(ui )

di =
n∑

j=1

aijej ⊕ si−1

where v,W1,W2 are the model’s learnable parameters and ⊕ is a concatenation operation. The atten-
tion vector ai can be regarded as a probability distribution over the input sentences, and the index of
its maximum element gives the next sentence the network ‘points’ to. Duplicate predictions are avoided
by setting the probabilities of previously predicted indices to zero. The new hidden state di is a con-
catenation of the attention-weigted sum vector of the encoder’s hidden states and the decoder input
si−1,

In our experiments, we train these neural models with a news corpus of statistical reports from Statistics
Finland.1 This dataset consists of statistical news articles related to Finland, written in Finnish, Swedish,

1https://www.stat.fi/
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and English. So far we have focused our experiments on the English subcorpus, which contains 4,383
news articles, of which we set aside 876 (20%) for testing. The only pre-processing we do is filtering
out sentences with fewer than three words, as well as paragraphs with fewer than two sentences. This
results in a total of 21,854 paragraphs (77,054 sentences), of which 17,287 paragraphs (61,026 sen-
tences) are used for training. We focus our experiments on learning structure and sentence ordering
within paragraphs instead of whole articles, since this is more appropriate for our task.

From this corpus, we sample one training dataset (inputs aligned with desired outputs) for each model.
For the pairwise classifier, we split paragraphs in half, and form pairs of sentences (si , sj) and label
them with y = 1 if si is in the first half, otherwise with y = 0. We also experiment with sampling such
sentence pairs from the first and last paragraphs of articles, as well as by taking all possible pairs from a
paragraph, but splitting paragprahs into halves seems to result in better performance. For the sentence
position classifier, we label each sentence of a paragraph with a quantile determined using equation (1).
For the pointer network, we shuffle the sentences of each paragraph and assign the shuffled sequence
with correct sentence indices.

In our implementation, we encode each sentence from string format into either one sentence embed-
ding or a sequence of token embeddings. To do this, we opt to use the Sentence-BERT model (Reimers
& Gurevych, 2019), a modified version of the BERT language model (Devlin, Chang, Lee, & Toutanova,
2019), specifically designed for obtaining both sentence and context-dependent token embeddings effi-
ciently. We fine-tune this model on our Statistics Finland corpus.

We experiment with two variants of the pairwise classifier with different mechanisms of computing sen-
tence representations: one is a bi-directional LSTM recurrent network, while the other is a convolutional
network. In both cases we use one recurrent and one convolutional layer respectively. The hidden state
vector of the LSTM has dimension 80, and the convolutional network has 10 kernels, kernel size 1024
× 6, pool size 1 × 2, and the length of the input sentence is limited to 30 tokens. The number of hidden
units in the fully-connected layer is 64 and the dropout parameter is 0.5. The position classifier also uses
a bi-directional LSTM to compute a sentence representation, has a hidden state vector of dimension 100
and the number of quantiles, i.e. output vector dimension is Q = 10. In the pointer network, number of
attention units is 100, hidden vector size is 100 in the encoder and 100 + 1024 in the decoder, after
concatenation with the input embedding. The dimension of the input embeddings is 1024 in all cases,
which in the case of the position classifier is concatenated with the embedding of the whole paragraph,
and the dimension doubled.

Training the models, we use binary cross-entropy loss function for the pairwise classifiers, and general
cross entropy for both the position classifier and the pointer network. For model validation, we use cross
validation by splitting the training set into five folds. In order to determine an appropriate number of
training epochs, we use early stopping should the validation loss increase for two consecutive epochs.
We train the final models using 10 epochs (20 for the pointer network) and batch size 32, Adadelta
optimiser with learning rate α = 1.0 and parameters ρ = 0.9 and ε = 1e − 6.

We take a two-fold approach to evaluating the models’ capability of learning news structure. First, we
compare their performance using quantitative metrics on the task of ordering whole paragraphs. Then,
having determined the model that performs best according to these quantitative metrics, we apply the
chosen model to news generation and use human evaluation to assess this model’s performance.

We evaluate the models on the task of ordering a shuffled paragraph. However, only the pointer network
outputs directly an ordering. In order to predict an ordering with a pairwise model, we use beam search
so that candidate next sentences are scored by comparing them with all other sentences, and taking the
sum of the log-probabilities of all comparisons, similar to Chen et al. (2016). With the position classifier,
we score each sentence by computing the weighted average of the predicted quantile, as in Bohn et al.
(2019). The evaluation metrics for the ordering task are Kendall’s τ (Lapata, 2006), perfect match ratio
(PMR), and positional accuracy (PAcc), which are computed as follows:

τ =
1

|D|
∑
p∈D

2S(Op, Ôp)
|p|(|p|−1)

2

∈ [−1, 1]
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PMR =
1

|D|
∑
p∈D

I(Op = Ôp)

PAcc =
1

|D|
∑
p∈D

∑
i∈|p|

I(osi = ôsi ),

where D is the dataset of paragraphs, p is a paragraph i.e. a set of sentences, and S(Op, Ôp) is the
minimum number of adjacent transpositions required to change the predicted ordering Ôp to the correct
ordering Op.

The results of our quantitative evaluation are shown in Table 2. We see that the pointer network out-
performs the other models with the pairwise CNN right below it, while the other two models have quite
clearly lower performance, though still clearly better than random ordering. Thus, we opt to experiment
with both the pointer network and pairwise CNN in news generation.

Table 2: Results on the sentence ordering task.

Model Kendall’s τ PMR (%) PAcc (%)
Random 0.006 23.4 30.45
Pair-CNN 0.414 42.0 44.6
Pair-BiLSTM 0.189 32.4 36.7
Position-BiLSTM 0.128 28.9 34.6
Pointer network 0.438 44.0 45.9

In order to assess whether these models learn useful patterns of news structure, we apply them to
the document planning part of our news generation system. More specifically, we use them for the
scoring of candidate messages to be included in a generated news article. To do this, we use the
models to give a score to each message, and update its original newsworthiness score by multiplying it
with a coefficient. We noticed that the pairwise classifier’s architecture is more suitable for this scoring
task than the pointer network, and thus we opted to use the pairwise CNN despite its slightly lower
performance at the ordering task.

First, we change the messages temporarily into a string format that is close to the final realisation, in
order for the models to be able to process them. At this point, the messages have already been assigned
a newsworthiness score earlier in the pipeline, by which they have been sorted. With the pairwise CNN,
we compute another score for each message by comparing it with k adjacent messages, and computing
the averege log-probability of the predictions for all comparisons. Since the model was trained to classify
whether one sentence si should precede another sentence sj , a high score for a message would mean
that according to the model, that message should be placed before the other k messages. We then
change the average log probability back to a probability value v , and compute a coefficient c such that
c = v ∗ (b − a) + a, where [a, b] is a pre-determined range for the coefficient. The larger this range, the
more weight is placed on the neural model’s scoring. We found a range of [0.02, 50] to be one that
weights the neural score quite significantly, resulting in outcomes noticeably different from the baseline
planner (see Figure 5).

At the time of writing, the human evaluation questionnaire is waiting responses. However, Figure 5
above gives an impression of the difference between a simple baseline document planner, our docu-
ment planner (see Deliverable D5.3, and Appendix A of this deliverable), and a simple planner using
the pairwise CNN for updating message newsworthiness scores. The simple planner restricts each
paragraph to one category (e.g., ‘health’) but otherwise the sentences are selected according to the
un-updated newsworthiness scores. For example, we observe in the example output that the neural
output focuses only in the country given in the headline, while the simplest baseline mentions many
different countries, and our document planner also mentions Turkey, despite the headline being about
Finland.
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Consumer prices in Finland

In March 2020, in Finland, the monthly
growth rate of the harmonized con-
sumer price index for the category
’health’ was 2.4 points. In Turkey, the
harmonized consumer price index for
the category ’health’ was 70.26 points
more than in US. It was 181.7 points.
In February 2020, it was 65.53 points
more than in US. In March 2020, the
monthly growth rate of the harmonized
consumer price index for the category
’health’ was 2.8 points. In Febru-
ary 2020, the harmonized consumer
price index for the category ’health’
was 176.79 points.

In March 2020, in Finland, the monthly
growth rate of the harmonized con-
sumer price index for the category
’health’ was 2.4 points. It was 2.2
percentage points more than in US.
In Turkey, the harmonized consumer
price index for the category ’health’
was 70.26 points more than in US. It
was 181.7 points. The monthly growth
rate of the harmonized consumer price
index for the category ’health’ was 2.8
points. Finland had the 2nd highest
monthly growth rate of the harmonized
consumer price index for the category
’health’ across the observed countries.

In March 2020, in Finland, the monthly
growth rate of the harmonized con-
sumer price index for the category
’health’ was 2.4 points. It was 2.2 per-
centage points more than in US. The
country had the 2nd highest monthly
growth rate of the harmonized con-
sumer price index for the category
’health’ across the observed countries.
In February 2020, the country had the
12th highest monthly growth rate of
the harmonized consumer price index
for the category ’health’ across the ob-
served countries. It was -0.3 points. It
was 0.5 percentage points less than in
US.

In January 2020, in Finland, the
monthly growth rate of the harmonized
consumer price index for the category
’education’ was 1 percentage points
less than in US. In February 2020, in
Turkey, it was 0.9 points. It was 0.7
percentage points more than in US. In
Sweden, it was 0.8 points. It was 0.6
percentage points more than in US. In
January 2020, in Estonia, it was 1.3
percentage points more than in US.

In January 2020, the monthly growth
rate of the harmonized consumer price
index for the category ’education’ was
1 percentage points less than in US. It
was -0.8 points. It was 0.8 percentage
points less than the EU average. In
Estonia, it was 1.3 percentage points
more than in US. It was 1.5 points. It
was 1.5 percentage points more than
the EU average.

In January 2020, the monthly growth
rate of the harmonized consumer price
index for the category ’education’ was
1 percentage points less than in US.
It was -0.8 points. It was 0.8 percent-
age points less than the EU average.
In February 2020, it was 0 points. It
was 0.2 percentage points less than in
US. The country had the 8th highest
monthly growth rate of the harmonized
consumer price index for the category
’education’ across the observed coun-
tries.

Figure 5: Example outputs: simple baseline (left), our heuristic-based document planner as described in Appendix
A of this deliverable (middle) and the simple baseline extended with neural scoring (right).
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6 Conclusions and further work
Task T5.2 has continued the development and evaluation of the two document planning methods first
described in Deliverable D5.3 of this same task. An expert evaluation of the first (see Section 2), a
method based on an ensemble of heuristics, showed that it statistically significantly outperformed a sim-
pler baseline method. The second, neural network -based approach (see Section 5), was finalized from
the early developments described in Deliverable D5.3. Initial evaluations of this approach indicate it is
promising, but a proper human evaluation by domain experts is needed to establish how its performance
relates to the first method. This will be done within the scope of Task T5.4.

In addition, we described two augmentations to the baseline method described in Deliverable D5.3
and in Appendix A of this deliverable. The first of these is a method for using word embeddings to
determine concept similarities, as described in Section 3. The second is a method for accounting for
repetition, i.e. the information a user would have obtained from a text they previously read, is described
in Section 4.

A more extensive evaluation of the above-described work, conducted as part of a larger evaluation of
the Eurostat system to which both T5.1 and T5.2 contribute, will be conducted within the scope of Task
5.4.

7 Associated outputs
Parts of this work are described in detail in the following publication:

Citation Status Appendix
Leppänen, L., & Toivonen, H. (2021) A Baseline Document Planning
Method for Automated Journalism. In Proceedings of the 23rd Nordic
Conference on Computational Linguistics (NoDaLiDa). Linköping University
Electronic Press.

Published Appendix A

The contributions described above have been implemented in the context of a EMBEDDIA news gen-
eration system producing news texts from Eurostat datasets. This system is described in Deliverables
D5.2 and D5.4. We are currently preparing scientific publications based on the works described both
here and in Deliverables D5.2 and D5.4, and as such the source code repository listed below is not yet
public. The source code will be made public later with a suitable open source license. As the morpho-
logical models used in the systems are licensed under the GPL license, we expect that the systems
themselves will also be released as under the GPL license.

Description
URL Availability

Eurostat news generation sys-
tem (Sections 2-4, source
code)

https://github.com/EMBEDDIA/eurostat-nlg To become public

Neural news structuring code
(Section 5, source code)

https://github.com/EMBEDDIA/eunlg-with-neural-ordering To become public
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Abstract

In this work, we present a method for con-
tent selection and document planning for
automated news and report generation from
structured statistical data such as that of-
fered by the European Union’s statistical
agency, Eurostat. The method is driven by
the data and is highly topic-independent
within the statistical dataset domain. As
our approach is not based on machine learn-
ing, it is suitable for introducing news au-
tomation to the wide variety of domains
where no training data is available. As such,
it is suitable as a low-cost (in terms of im-
plementation effort) baseline for document
structuring prior to introduction of domain-
specific knowledge.

1 Introduction

Automated generation of news texts from struc-
tured data – often referred to as ‘automated jour-
nalism’ (Graefe, 2016; Dörr, 2015; Caswell and
Dörr, 2018) or ‘news automation’ (Linden, 2017;
Sirén-Heikel et al., 2019; Dierickx, 2019) – is of
great interest to various news producers. It is seen
as a way of ‘providing efficiency, increasing output
and aiding in reallocating resources to pursue qual-
ity journalism’ (Sirén-Heikel et al., 2019, p. 47).
While data-to-text NLG systems are still far from
common especially among the smaller, regional
news industry players, at least among the larger
newsrooms the use of NLG approaches has clearly
been established (Fanta, 2017).

While secrecy in the industry makes it difficult
to establish the commercial reality as an outsider,
the limited available evidence indicates that com-
mercial automated journalism is mostly done using
rule-based methods despite a surge of academic in-
terest in increasingly complex neural methods for
NLG (e.g. Puduppully et al., 2019; Ferreira et al.,

2019): Interviews of news automation users indi-
cate that the employed methods are mostly based
on templates (Sirén-Heikel et al., 2019), as are the
few open source code repositories of real-world
news automation systems (Yleisradio, 2018). In-
deed, some NLG industry experts believe that es-
pecially end-to-end neural models do not match
customer needs at this time (Reiter, 2019).

Contributing factors include a lack of control
(Reiter, 2019); issues with hallucination of non-
grounded output (Nie et al., 2019; Dušek et al.,
2019; Reiter, 2018); the difficulty in surgically
correcting any issues identified in trained neural
models beyond additional training; as well as the
difficulty of establishing what the ‘worst case’ per-
formance of a neural model is.

In addition, we believe that that while neural
NLG methods are theoretically highly transferable,
the practical transferability of neural NLG solu-
tions to many news domains is limited by a lack
of training data. While newsrooms have extensive
archives of news text, these are rarely associated
with the matching data that is the ‘input’ for each
piece of news text (E.g., MacKová and Sido, 2020,
pp. 43–44, Kanerva et al., 2019, p. 247). At the
same time, the non-trainable methods for NLG,
too, suffer from difficulties in transferability and
reusability (Linden, 2017).

In this work, we investigate document planning
(selecting what content and in what order should
appear in the document) for structured, statistical
data-to-text NLG in the context of automated jour-
nalism targeting human journalists. We are not in
search of a perfect method, but rather something
that is relatively easy to implement as a subdomain-
independent baseline and which can then be en-
hanced with domain-specific processing later-on.
Such a method would make it easier to introduce
automated journalism solutions to completely new
subdomains within the larger statistical data do-
main.
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Appendix A: A Baseline Document Planning Method
for Automated Journalism
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2 Structuring Hard News

When queried for insight into news structure, jour-
nalists and academics often recite the concept of
the “(inverted) news pyramid”, where the news
article is structured so that the order in which infor-
mation appears in the text reflects the journalist’s
belief about the importance of the piece of infor-
mation (Thomson et al., 2008). While the precise
origin of the structure is not clear (Pöttker, 2003),
it has become so prototypical that it is held self-
evident in the journalistic trade literature: “Every
journalist knows how to write a traditional news
text: start with the most important thing and con-
tinue until you have either said everything relevant
or the space reserved for the story runs out” (Su-
lopuisto, 2018, translated from Finnish).

A more rigorous analysis of the structures em-
ployed in ‘hard’ news is presented by White (1997),
who argues that hard news articles have an ‘orbital’
structure consisting of a nucleus which represents
the main point of the article and satellites that give
context and additional information about the nu-
cleus. White (1997) assigns the role of the nucleus
to the combination of the headline and the lead
paragraph of the article, and describes the subse-
quent paragraphs as the satellites. White (1997)
identifies five possible relations between a satel-
lite and the nucleus: elaboration, cause-and-effect,
justification, contextualization and apprisal. Thom-
son et al. (2008), in turn, identify that the satel-
lites can elaborate, reiterate, describe causes or
consequences, contextualize or provide additional
assessment. An important observation is that – as
indicated by ‘orbital’ – these satellites are relatively
freely reorderable without affecting readability or
meaning. Together, these two observations indicate
that a good document plan for hard news (1) prior-
izes more newsworthy items and (2) contains some
overarching theme (exemplified by the nucleus) so
that the text as a whole is coherent, i.e. the satellites
are in some way related to the nucleus.

The relations identified by White (1997) and
Thomson et al. (2008) are highly similar to those
identified in the more general Rhetorical Structure
Theory (RST) (Mann and Thompson, 1988), which
uses similar nucleus-satellite terminology. How-
ever, whereas White (1997) and Thomson et al.
(2008) analyze news text on the level of paragraphs,
RST can be applied on a more fine-grained level
to much shorter text spans. As RST shows that
similar relations can be applied on a sub-paragraph

level, we hypothesize that a reasonably approxi-
mation of a news article might be constructed by
applying White’s (1997) orbital theory also within
paragraphs, by considering the first sentence of the
paragraph a nucleus, and the others as satellites.

Importantly, we interpret the orbital theory of
news structuring to suggest that – as the satellites
are freely orderable – the actual type of relation is
not as important for document planning as knowing
that some relation exists between the satellite and
the nucleus. We hypothesize that while identifying
whether a specific (RST) relation exists between
two arbitrary pieces of information requires domain
knowledge, an approximation of whether two arbi-
trary pieces of information are related in some way
could be obtained by inspecting their similarity in
a domain-independent fashion.

That is, we expect that a piece of information
regarding the US health care funding in 2020 is
more likely to be related in some way to a piece of
information discussing the US health care funding
in 2020 than to another piece of information dis-
cussing the health care funding in Sweden in 1978.
If a heuristic or similarity measure identifying such
relations could be identified, it could be used to-
gether with some estimate of newsworthiness to
construct paragraph and document plans that seek
to maximize both the key aspects identified above:
newsworthiness and the relatedness of the content.

As noted in the introduction, there is a distinction
between the theoretical and the practical transfer-
ability of neural processing methods. We believe
that a good baseline document planning and con-
tent selection approach should avoid the need for
training data present in the many of recently pro-
posed document planning and content selection ap-
proaches. This rules out as unsuitable most recent
work that are based on learning from an aligned
corpus of data and human-written texts, such as
Angeli et al. (2010), Konstas and Lapata (2013),
Wiseman et al. (2017), Zhang et al. (2017), Li and
Wan (2018), Dou et al. (2018) and Puduppully et al.
(2019).

Outside of these trainable approaches, to our
knowledge, most other document planning ap-
proaches are based on ‘hand-engineered’ (Kon-
stas and Lapata, 2013), domain-specific methods.
A highly relevant survey of various document
planning methods is presented by Gkatzia (2016).
While these previous works are – to at least some
degree – domain-specific, they establish concepts
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and ideas that are highly relevant for our goal. Both
Hallett et al. (2006) and Gatt et al. (2009) describe
a core set of information, called ‘summary spine’
or ‘key events’, that they hold as more important
than the rest of the available information. They, as
well as Banaee et al. (2013), also employ a numeric
estimate of importance. Demir et al. (2010) iden-
tify that content already selected for inclusion in
the document plan affects how well suited so-far
unselected content is for inclusion. Sripada et al.
(2003) identify Gricean maxims (Grice, 1975) as
providing requirements for document planning and
content selection.

3 Context

Our work on document planning is done in the
context of a series of data-to-text NLG applications
producing short highlights of structured statistical
data. Importantly, the applications are intended to
be deployed in contexts where they must be able
to produce texts highlighting between 10 and 30
data points from datasets measured in 100.000s of
data points. The resulting texts are intended to both
alert journalists to potential news and to provide
them with a starting place from which to write the
final news text.

Our system, adapted from Leppänen et al.
(2017a), is based on a pipeline of components with
dedicated responsibilities similar to those described
by Reiter and Dale (2000) and Reiter (2007). For
this work, the relevant part of the architecture is the
Document Planner component. This component re-
ceives as input two sets of message data structures,
an example of which is shown in Table 1.1 The
messages are extracted automatically from tables
of statistical data obtained from Eurostat.

The core set contains messages that are known to
be highly relevant to the generation task. Unlike the
“summary spine’ of Hallett et al. (2006), the set is
unlinked and unordered, and not all members of the
set are guaranteed to be included in the document
plan. The expanded set, contains messages that can
be, but are not guaranteed to be, relevant for the
document. Expressed using the terminology from
Section 2, we assume that only messages in the
core set can be nuclei, while messages from either
set can be satellites.

These core and expanded sets are determined
automatically from user input. When requesting

1The concrete implementation details are somewhat more
complex. We omit details irrelevant for this work.

a new text, the user of the system must define a
dataset the text is to be generated from, for example
the consumer price data available from Eurostat.
This dataset is then divided into the core set and
the expanded set by the user when they select what
country the generated text should focus on. For
example, if the user were to select that the text
should discuss French consumer prices, the core
set would contain all data from the consumer price
dataset that pertains directly to France, while the
rest of the consumer price dataset (including data
pertaining to the UK, Finland, Croatia, etc.) would
be set as the expanded set.

We estimate each message’s ‘newsworthiness’
using the Interquartile Range based method de-
scribed by Leppänen et al. (2017b) with the values
scaled to have mean 0 and standard deviation 1
for the purposes of this computation. The result-
ing value is conceptually similar to ‘importance’
of Gatt et al. (2009) and ‘risk’ of Banaee et al.
(2013). The IQR based method compares each data
point in turn to a larger distribution, giving it higher
scores the further it is from the area between the
first and the third quartile of the larger distribution.
Values between the quartiles are given a minimal,
uniform, score that is dependent on the shape of the
distribution. In other words, higher IQR values in-
dicate that the value is more of an outlier compared
to the rest of related data in the dataset. As such, it
captures a degree of ‘unexpectedness’, which is an
important aspect of newsworthiness (Galtung and
Ruge, 1965).

We do not use the domain-specific parts of the
method described by Leppänen et al. (2017b). That
is, we make no value judgement of whether mes-
sages pertaining to French consumer prices are
more newsworthy than messages pertaining to
Croatian consumer prices, nor do we make judge-
ments of whether changes in the price of educa-
tion are more or less newsworthy than changes in
the price of alcohol and tobacco. However, we
do weight the scores so that messages with the
timestamp field being closer to present receive
higher weights, as recency is an important aspect
of newsworthiness. While we have described our
method for computing the newsworthiness
value in some detail, we emphasize that for
the rest of this article we only assume that the
newsworthiness values are non-negative and
that higher values indicate higher newsworthiness.

More crucially for the method described be-
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low, we specify that the value type fields
(which describe how the messages’ values
are to be interpreted) contain members of
a hierarchical taxonomy of data types rep-
resented as colon-separated hierarchies of la-
bels. For example, the value type field value
health:cost:hc2:mio eur would indicate
that the number in the value field is the amount
of money (cost), measured in millions of eu-
ros (mio eur), spent by some nation (as de-
fined by the location and location type
fields) on rehabilitative care (hc2) in some
time period (as defined by the timestamp and
timestamp type fields) and that this is part of
the larger health care topic (health). In our case,
these labels are automatically established from the
headers of the input data tables.

The goal of document structuring is to produce
a three-level tree-structure with ordered children.
The root node corresponds to the document as a
whole and the mid-level structures correspond to
paragraphs. The leaves are the messages selected
for inclusion in the document. While the messages
have not yet, at this stage, been associated with any
linguistic structures, they can be conceptualized as
being phrases or very short sentences. We are thus
concurrently determining both the content and the
structure the document.

We emphasize that our applications are em-
ployed in domains where they must be able to
select some 10-30 messages from a pool of po-
tential messages numbering in 100,000s. Given
infinite computational resources, it would be pref-
erential to construct all possible document plans
and then score them in some fashion. This, how-
ever, is infeasible given the size of the search space.
Previously, other authors have employed, for exam-
ple, stochastic searches with significantly smaller
search spaces (Mellish et al., 1998). Indeed, some
kind of a beam search approach could be very use-
ful in smartly searching a subset of the search space.
However, we have thus far been unable to identify a
document-level metric that adequately balances the
‘total amount of newsworthiness’ in a text with the
length of the text, a requirement for beam search.

4 Research Objective

Based on the above considerations, our main goal is
to identify a widely applicable method for content
selection and document planning that matches the
following requirements:

REQ1: The method needs to be highly performant

REQ2: The method should not be dependent on
domain knowledge

REQ3: The document should have a theme

REQ4: The document should have multiple para-
graphs but not be excessively long

REQ5: The paragraphs should have distinct
themes related to the document theme

REQ6: The paragraph themes should be newswor-
thy in their own right

REQ7: The paragraphs should not be excessively
long or short

REQ8: All messages should relate to the para-
graph theme

REQ9: All messages should be newsworthy

REQ10: Within each paragraph, the messages
should be presented in an order that pro-
duces a coherent narrative

Again, we emphasize that our goal is not to iden-
tify a method that is optimal for any specific sce-
nario, but rather to determine a baseline method
that is adequate for a broad spectrum of applica-
tions and sub-domains.

5 A Baseline Approach to Document
Planning

Optimally, we would wish to produce some sort
of a globally optimal document plan. However,
as discussed above, this would entail significant
computational costs and require a scoring function
applicable to the document as a whole. As such, we
propose a method for producing document plans
in a greedy, linear, and iterative fashion. At ev-
ery stage, decisions are made considering only a
limited local context, thus avoiding the need for
a method of determining the global quality of the
document plan, thus fulfilling REQ1 (‘The method
needs to be highly performant’).

The document’s overall theme, in our use case,
is selected by the user who initiates the generation
task. In initiating the task, the users selects both a
dataset and a focus location. The generation pro-
cess then derives the core messages and expanded
messages sets (the inputs to the Document Planner,
see Section 3) so that both sets discuss the dataset
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Field Description Example value
where What location the fact relates to Finland
where type What the type of the location is country
timestamp The time (or time range) the fact relates to 2020M05
timestamp type The type of the timestamp month
value A (usually) numeric value 0.01
value type Interpretation of value cphi:hicp2015:cp-hi02:rt01
newsworthiness An estimate of how newsworthy the message is 1

Table 1: An example of a message. The hypothetical message states that in the fifth month of 2020, in
Finland, the consumer price index, using the year 2015 as the start of the index, of alcoholic beverages
and tobacco changed by 0.01 points with respect to the value of the index during the previous month.

indicated by the user (i.e. messages from other
datasets are not generated) and that the core set con-
tains messages pertaining to the user’s indicated
focus location, while messages pertaining to all
other locations are in the expanded set. This fulfills
REQ3 (‘The document should have a theme’). This
step is also independent of the specific subdomain,
thus fulfilling REQ2 (‘The method should not be
dependent on domain knowledge’). This step thus
fulfills all the relevant requirements. Next, we’ll
describe how both the first and subsequent para-
graphs can be planned in a way consistent with the
requirements defined above.

5.1 Planning the First Paragraph

At the start of the document planning process, we
select the most newsworthy message from the core
messages set to act as the nucleus (n1) of the first
paragraph (p1). This nucleus establishes the theme
of the first paragraph as follows: We inspect the
value type field of this first nucleus n1, and
retrieve a prefix Prefix(n1). The prefix is the
least amount of colon-separated labels wherein the
total amount of prefixes in the core set is greater
than the minimal amount of paragraphs a docu-
ment can have, in our case two. In our case, as a
consequence of our label hierarchy, this is always
the first three colon-separated units. For the mes-
sage shown in Table 1, the prefix would thus be
cphi:hicp2015:cp-hi02, meaning that the
first paragraph’s theme would be the prices of al-
coholic beverages and tobacco. This fulfills REQ5,
‘the paragraphs should have distinct themes related
to the document theme’ for the first paragraph.

Next, the first paragraph is completed with satel-
lites from the union of the core messages and the
expanded messages sets. These satellites are ini-
tially filtered so that only messages that have the

same prefix as the nucleus ni are considered in
paragraph pi to fulfill REQ8 (‘All messages should
relate to the paragraph theme’). The satellites are
then selected in a linear, greedy, and iterative man-
ner to fulfill REQ1.

For selecting the k’th satellite to a partially con-
structed paragraph already containing k − 1 satel-
lites and one nucleus, we consider both the news-
worthiness of the available messages (REQ9), as
well as how well they would fit the already con-
structed segment (REQ8). Observing only the
newsworthiness would produce a highly incoherent
narrative, whereas focusing only on the narrative
risks leaving out highly important information.

Following the reasoning in Section 2, we as-
sume that two subsequent messages are more likely
to form a good narrative if they are similar. As
such, we need a method for weighing the message’s
newsworthiness by the similarity of the message
to the last message of the under-construction para-
graph, thus balancing the requirements of REQ8
and REQ9. In terms of the message objects de-
scribed in Table 1, it seems to us that the intu-
itive aspects of similarity are related to the de-
gree of similarity within the ‘meta’ fields such as
timestamp, location and value type.

For the timestamp and location fields, we
can state that two messages that have identical val-
ues in the fields are more similar that two messages
that are otherwise the same but have distinct values
for said fields. We call this the contextual similarity
of the messages, and the fields the contextual fields
(Fc), as these fields provide us access to the larger
context in which the value and value type
fields can be interpreted. Contextual similarity cap-
tures the notion that it is likely better to follow a
fact about French healthcare spending in 2020 with
another piece of information about France in 2020,
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rather than about Austria in 1990.
In more precise terms, we propose the following

weighing scheme for contextual similarity: The
similarity simc(A,B) of two messaged A and B
is the product of weights wf > 1 for each field f
among the contextual fields Fc, where both A and
B have the same value for the field:

simc(A,B) =
∏

{f∈Fc|A.f=B.f}
wf (1)

This value strictly increases as more fields are
shared between A and B. We explicitly define
the similarity to be zero if there are no fields f
where A and B share a value. If wf is a uniform
value for all fields f , this scheme is completely
domain-agnostic. Setting different weights wf for
each field f ∈ Fc allows for encoding some do-
main knowledge about which fields are the most
important for the text, thus providing a method
for producing more tailored texts at the cost of
slightly violating REQ2. In our case study, we set
wtimestamp = 1.1 and wlocation = 1.5.

The above consideration of similarity still ig-
nores valuable information available from the
value type field, which describes how the
value in the value field is to be interpreted.
Denoting health:cost:hc2:mio eur (the
cost of rehabilitative care in millions of eu-
ros) by T1, consider its similarity to T2 =
health:cost:hc2:eur hab, the cost of re-
habilitative care as euros per inhabitant, and T3

= health:cost:hc41:mio eur, the cost of
health care related imaging services in millions of
euros. Intuitively, T1 and T2 are thematically closer
than T1 and T3. We model this similarity between
two facts A and B simply as

simt(A,B) =
1

s(A,B)
(2)

where s(A,B) is the length – in colon-separated
units – of the unshared suffix between A and
B’s value type fields. That is, s(T1, T2) = 1
whereas s(T1, T3) = 2. We specify that simt(·, ·)
is zero for all pairs without any shared prefix.

Our formulation of simt(·, ·) was influenced
by the observation that in our context the mes-
sages’ value type values have a constant num-
ber of colon-separated segments. In cases where
the lengths of the value type values differ, an
alternative formulation of

sim ′t(A,B) =
2p(A,B)

`(A) + `(B)
(3)

where `(·) provides the length of the value type
value, and p(·, ·) is the length of shared prefix be-
tween A and B, both measured as colon-separated
units, might be preferable if also more complex.

When considering whether the k’th satellite ski
of paragraph pi should be a specific candidate
c ∈ C, where C is all so far unused messages,
we can combine the similarity metrics with the
newsworthiness of c into a general fitness value as
follows:

fit(c, x) = c.newsworthiness

× simc(c, x)

× simt(c, x)

× set penalty(c)

The set penalty(c) factor depends on whether
the message originates from the core messages set,
or the extended messages set. For messages origi-
nating from the core message set, the penalty is 1.
For messages originating from the extended mes-
sages set, the penalty is 1

dist+1 , where dist is the
distance from the previous core message.

The final score describing how good of an ad-
dition c would be as the kth satellite of the ith
paragraph ski is then obtained by taking the average
of fitnesses of c in relation to both the nucleus ni

and the previous satellite sk−1i by computing:

score(c, ni, s
k−1
i ) =

fit(c, ni) + fit(c, sk−1i )

2

This maximizes the newsworthiness of the para-
graph’s contents (fulfilling REQ9, ‘all messages
should be newsworthy’), while also enforcing re-
latedness to the theme of the paragraph (fulfilling
REQ8, ‘all messages should relate to the paragraph
theme’) by measuring against the nucleus and with
the inclusion of the set penalty. By continuously
measuring against the previously selected satellite,
the procedure also allows for interludes to e.g. dis-
cuss highly newsworthy information related to but
not strictly about the paragraph’s main topic, or
‘thematic drift’. It thus fulfills REQ10 (‘Within
each paragraph, the messages should be presented
in an order that produces a coherent narrative’)
while also paying attention to the pyramid model
of news (See Section 2).

Using score, the highest scoring candidate
ctop = argmaxc∈C score(c, ni, s

k−1
i ) is then

compared to both an absolute threshold tabs and
the newsworthiness of the nucleus ni multiplied
by relative threshold value trel . Provided that the
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maximal paragraph length has not been reached,
the top candidate message ctop is appended to the
paragraph pi as the k’th satellite ski in the document
plan provided that either score(ctop , ni, s

k−1
i ) ≥

tabs or score(ctop , ni, s
k−1
i ) ≥ trel ×

ni.newsworthiness .
These thresholds ensure that the paragraph does

not stray into minutiae, whether considered in ab-
solute terms or in relation to the nucleus of the
paragraph. In cases where the minimum paragraph
length has not been reached, the thresholds are ig-
nored and the top candidate is always appended.
This accounts for REQ7 (‘The paragraphs should
not be excessively long or short’).

The above considerations take into account sev-
eral free parameters, namely the maximal and min-
imal paragraph lengths as well as the threshold
values trel and tabs . In our case study, we selected
the minimal and maximal paragraph lengths as 2
and 5 messages empirically by trialing out various
values and observing the resulting texts. These
should, naturally, be based on the genre of text
and the target audience. For the threshold values
we selected 0.2 and 0.5, respectively, using the
same method as with the paragraph lengths above.
Both the thresholds and the minimal and maximal
paragraph lengths should be viewed as (manually)
tuneable hyperparameters.

5.2 Planning Subsequent Paragraphs
We then proceed to generate further paragraphs in
a manner highly similar to that used when planning
the first paragraph. The only distinction is that,
when selecting the nucleus ni for a subsequent
paragraph pi, we obtain the message from the core
messages set with a highest newsworthiness value
that has a prefix (theme) not yet discussed among
the previously planned paragraphs p1 - pi−1:

ni = argmax
c∈C

c.newsworthiness (4)

where

C =
{
c ∈ CoreMessages|Prefix(c) 6∈

{Prefix(nk)|k ∈ [1..i− 1]}
} (5)

This ensures that the different paragraphs are highly
newsworthy, thus fulfilling REQ6, while also ful-
filling REQ5 for having distinct themes for the
different paragraphs.

As when constructing the subsequent paragraphs,
the total length of the document also needs to

be considered. To fulfill REQ4 (‘The document
should have multiple paragraphs but not be exces-
sively long’), we employ a variation of the method
described in the previous section for ending indi-
vidual paragraphs. A maximal length (in our case,
3 paragraphs) ensures that the document is not al-
lowed to grow beyond reason, whereas a minimal
length (for us, 2 paragraphs) ensures that the docu-
ment is not unreasonably short. After the minimal
length has been reached (but not yet the maximal
length), a new paragraph is only started if the nu-
cleus of the potential paragraph has a newsworthi-
ness value that is at least 30 % of the newswor-
thiness value of the first nucleus of the document.
This, as with the satellites, ensures that the the
document does not stray into minutiae, balancing
REQs 4 and 6. the maximal and minimal lengths,
as well as the 30 % threshold, were determined
by manual fine-tuning and should be viewed as
tuneable hyperparameters.

6 Evaluation

The method described above was implemented in a
larger NLG application producing news alerts for
journalists from datasets provided by Eurostat. A
variation of the same application was also devel-
oped with a simplified document planner. In this
simplified planner, the planner always selects the
maximally newsworthy available message as the
message without any early stopping threshold. Nu-
clei are selected from the core messages set, while
satellites can be from either set. Contrasting our
proposed method with this simplified method en-
ables us to evaluate the importance of narrative
coherence in the generated texts. The larger ap-
plication is multilingual, but the evaluation was
conducted using English language texts.

Three experts were recruited from the Finnish
News Agency STT, a national European news
agency, to evaluate documents on the consumer
price indices in five different European nations.
For all nations, the judges were shown variants
produced by both our proposed method and the
simplified method. One of the selected countries
is the country the news agency is based in, with
the assumption that the judges would have high
amounts of world knowledge they would be able to
use in evaluating these texts. Another variant pair
describes a country that is both relatively small and
geographically remote (but still within EU), with
the assumption that the journalists are unlikely to
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Consumer Prices in Estonia

In June 2020, in Estonia, the monthly growth rate
of the harmonized consumer price index for the
category ’education’ was 30.8 points. It was 30.7
percentage points more than the EU average. In
July 2020, it was 0.4 percentage points less than
the EU average. It was -0.4 points. In May 2020,
the yearly growth rate of the harmonized consumer
price index for the category ’education’ was -20.5
points. It was 21.9 percentage points less than the
EU average.

In August 2020, the monthly growth rate of the
harmonized consumer price index for the category
’housing, water, electricity, gas and other fuels’ was
2.5 points. It was 2.3 percentage points more than
the EU average. In North Macedonia, it was 3 per-
centage points more than the EU average. It was 3.2
points. Estonia had the 3rd highest monthly growth
rate of the harmonized consumer price index for the
category ’housing, water, electricity, gas and other
fuels’ across the observed countries. In Sweden, the
monthly growth rate of the harmonized consumer
price index for the category ’housing, water, elec-
tricity, gas and other fuels’ was 3.1 points.

Figure 1: Example output regarding Eurostat statis-
tics on consumer prices. The text contains 12
messages, selected from among 207,210 messages
available during generation.

have much world knowledge about this country’s
consumer prices. The three other countries were
selected from among those bordering the first coun-
try, with the assumption that the journalists would
have some, but not much, world knowledge relat-
ing to these countries. The final output texts were
not inspected prior to selecting the countries.

All of the texts used in the evaluation were gen-
erated from a copy of the same underlying Eurostat
dataset, entitled ‘Harmonised index of consumer
prices - monthly data [ei cphi m]’2 downloaded
in September 2020. It contains country-level data
regarding the harmonized consumer prices indices,
and their change over time, for various EU nations
starting from January 1996. We preprocess the data
by adding monthly rankings (i.e. determine what
country had the greatest, the second greatest, etc.
value for a specific index category during any spe-
cific month) and comparisons to the EU average
values.

As the evaluation was focused on document plan-
ning and content selection, the larger system was
simplified in some respects, e.g., to not conduct

2Available for download and browsing from
http://appsso.eurostat.ec.europa.eu/
nui/show.do?dataset=ei_cphi_m

complex aggregation. This was done to minimize
the effect of later stages of the generation process
on the evaluation. As a result, the language in the
evaluated documents was relatively stilted, as ex-
emplified by Figure 1. The only manual alteration
was the addition of headings to indicate the texts’
intended themes.

The judges did not receive any direct compensa-
tion but their employer, the news agency, is a mem-
ber of the EU-wide EMBEDDIA research project
within which parts of this work was conducted.
The evaluations were conducted online. The judges
were first provided with some basic information on
the type of documents they were to read (i.e. that
the texts are intended to be news alerts for journal-
ists, rather than publication ready news texts), the
length of the task, etc. All instructions were in the
judges’ native language, in this case Finnish. The
judges were not told which texts were produced by
which variants nor how many variants were being
tested. Following this, the judges were shown the
documents one by one. For each document, the
judges were asked to indicate their agreement with
the following statements (translated from Finnish):

Q1: The text matches the heading

Q2: The text is coherent

Q3: The text lacks some pertinent information

Q4: The text contains unnecessary information

Q5: The text has a suitable length

For Q1–Q4, the judges indicated their agreement
on a 7-point Likert scale ranging from 1 (‘com-
pletely disagree’) to 7 (‘completely agree’). For
Q5, the answers were provided on 5-point scale
ranging from 1 (‘clearly too short’) to 3 (‘length is
suitable’) to 5 (‘clearly too long’). In addition, the
judges were able to provide textual feedback for
each individual text, as well as for the evaluation
task as a whole. The judges’ answers to Q1 – Q5,
are aggregated in Table 2.

The results indicate that the proposed method
statistically significantly increases the document’s
coherence (Q2, mean 4.33 vs. 1.60, median 5 vs 2),
the matching of the document’s content to the doc-
ument’s theme (Q1, mean 4.40 vs. 1.80, median
5 vs 2), and produces documents of more suitable
length (Q5, mean 2.93 vs. 4.07, median 3 vs 4, with
3 being best). The proposed method also seems
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Our method Baseline

Statement Median Mean SD. Median Mean SD. pMWU

Q1 (1–7, ↑) 5 4.40 1.64 2 1.80 0.41 < 0.001*
Q2 (1–7, ↑) 5 4.33 1.76 2 1.60 0.51 < 0.001*
Q3 (1–7, ↓) 4 4.47 1.81 6 5.80 1.42 0.049
Q4 (1–7, ↓) 5 5.13 1.55 6 6.33 0.62 0.024
Q5 (1–5, 3 best) 3 2.93 0.59 4 4.07 0.70 < 0.001*

Table 2: Results obtained during the evaluation. Parentheses indicate answer ranges and whether the
higher (↑), lower (↓) or middle values are to be interpreted as the best. The pMWU column contains the
(uncorrected) p-value of a two-sided Mann-Whitney U test. An asterisk indicates the p-value is statistically
significant also after applying a Bonferroni correction to account for multiple tests.

to result in less unnecessary information being in-
cluded in the document (Q4, mean 5.13 vs 6.33,
median 5 vs 6), and in the text missing less neces-
sary information (Q3, mean 4.47 vs 5.80, median 4
vs 6), but these effects are not statistically signifi-
cant after correcting for multiple comparisons with
the Bonferroni correction. We hypothesize this dif-
ference would become significant in a larger-scale
evaluation.

The free-form textual feedback provided by the
judges, as expected, indicates that the texts could
be further improved. For example, in the case of
the text shown in Figure 1, the judges called for
a sentence explicitly noting that North Macedonia
had the highest monthly growth rate. In addition,
they noted it might be better to produce distinct,
even shorter, texts as ‘news alerts’ while reserving
the evaluated texts for use as a starting point when
the journalist starts writing.

7 Conclusions

In this work, we have identified a need for, and
proposed, a widely applicable baseline document
planning method for generating journalistic texts
from statistical datasets. Our method is based on
observations on the similarities between the orbital
theory of news structure (White, 1997) and Rhetor-
ical Structure Theory (Mann and Thompson, 1988).
While our proposed method is likely to fall short
of the performance of subdomain-specific planning
methods, results indicate that it achieves adequate
performance while fulfilling a set of requirements
identified based on the larger application domain
of news generation.
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journalism 2.0: Event-driven narratives: From sim-
ple descriptions to real stories. Journalism practice,
12(4):477–496.

Seniz Demir, Sandra Carberry, and Kathleen F. Mc-
Coy. 2010. A discourse-aware graph-based content-
selection framework. In Proceedings of the 6th In-
ternational Natural Language Generation Confer-
ence.

Laurence Dierickx. 2019. Why news automation fails.
In Computation+ Journalism Symposium, Miami,
FL.
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