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1 Introduction
The main objective of the EMBEDDIA project is to develop methods and tools for effective exploration,
generation and exploitation of online content across languages thereby building the foundations for
the multilingual next generation internet, for the benefit of European citizens and industry using less-
represented European languages. One facet of this effort is EMBEDDIA work package 5 (WP5), which
is concerned with Natural Language Generation (NLG). In order to support journalists and media com-
panies in efficiently reaching as many demographics as possible, the objective of WP5 has been to de-
sign and develop news automation systems that are transferable across languages, transferable across
domains, and transparent in their NLG process.

Specifically, WP5 has aimed to (1) develop a self-explainable, flexible, accurate, and transparent NLG
system architecture that can be transferred to new domains and languages with minimal human effort;
(2) develop tools for creation of dynamically evolving content, incorporating narrative structure and user
knowledge; and (3) develop tools for creation of figurative language and headlines. Accordingly, the
work package consists of three primary tasks (T5.1–T5.3) plus the current task (T5.4) on resource
gathering, benchmarking and evaluation.

Task T5.1, Multilingual text generation from structured data, has adapted NLG technology for the re-
quirements of news generation. The task has developed mechanisms for (i) determining what is inter-
esting or important in the given data and deciding what to report, and for (ii) rendering that information
in an accurate manner (iii) in multiple languages.

Task T5.2, Multilingual storytelling and dynamic content generation, has developed a novel method for
automatically organising news articles based on the domain of the article.

Task T5.3, Creative language use for multilingual news and headline generation, has made the gener-
ated texts more varied and colourful by producing creative expressions, especially in headlines. We use,
for instance, context-dependent embeddings to find similar and analogous terms and metaphors.

This report (D5.7) is the final evaluation report on multilingual text generation technology. We evaluate
the three main NLG components of EMBEDDIA: the multilingual natural language generation method
from T5.1 (Section 2), the document planning and content selection methods from T5.2 (Section 3), and
the headline generation method from T5.3 (Section 4).

In some cases, evaluations were already reported in earlier deliverables (especially in D5.6 for various
creative tasks) and in the respective original articles (Alnajjar, Leppänen, & Toivonen, 2019; Alnajjar &
Toivonen, 2021; Alnajjar & Hämäläinen, 2021; Wright & Purver, 2021) and are not repeated here.

2 Multilingual natural language generation
In Task T5.1 we investigated natural language generation in a multilingual setting. The most signifi-
cant contribution on this front is a natural language generation method that is embodied in case study
systems, most notably a multilingual natural language generation system for producing news text from
Eurostat datasets. This system is described in detail in the deliverables of Task T5.1, with the high-level
architecture described in Deliverable D2.4, ‘Multilingual Language Generation Technology’.

We start by briefly reviewing the requirements for natural language generation in EMBEDDIA. We then
assess the system against the requirements: first the technical properties of the system, then its out-
puts.

2.1 Requirements analysis

In Deliverable D5.2 (‘Initial News Generation Technology’) we identified that news generation system
requirements can be thought of in terms of transparency; accuracy; modifiability and transferability;
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fluency; data availability; and topicality. This analysis was based on our previous work in the news
generation domain (Leppänen, Munezero, Granroth-Wilding, & Toivonen, 2017).

The requirement for transparency stems from a media-specific need for accountability (McBride & Rosen-
stiel, 2013; Stark & Diakopoulos, 2016) and strive for objectivity (Mindich, 2000), as well as the increased
public scrutiny of the fairness of algorithmic decision making in general (e.g. Angwin, Larson, Mattu,
& Kirchner, 2016). This need is also driven by a more concrete need to protect newsrooms from le-
gal consequences. For example, in Finland the editor-in-chief of a newsroom is always accountable
for everything that is published. It is very difficult – if not impossible – for the editor to ethically take
responsibility for a black box generated text, without assigning a human to check the texts produced
by the NLG automation tool. Such a system of checks, however, distinctly diminishes the potential of
automation.

The requirement for accuracy is self-evident. A system producing untruthful content, on the one hand,
exposes the newsroom employing the system to legal liability, and on the other hand, erodes the read-
ership’s trust in the news product. Consequently, any automated system must be known to be accurate
in its output. In fact, automation has been classically used in news domains that are prototypically ob-
jective and have the highest accuracy requirements, such as weather reports (Goldberg, Driedger, &
Kittredge, 1994) and financial news coverage (Yu, 2014).1 The requirement for accuracy also interplays
with the aforementioned requirement for transparency: establishing trust in the system’s accuracy re-
quires either very extensive testing or a transparent system. Notably, this requirement remains even
when news automation is directed at journalists rather than at general audiences: in such a scenario, if
the journalists lose trust in the system, it becomes equivalently unhelpful.

The system must also be modifiable and transferable. NLG systems are costly to set up. Unless the same
underlying technology can be reused in multiple domains, the newsrooms will have very few domains
wherein the potential profits and savings offered by the use of automation can justify a from-scratch
effort to produce an automated system. As noted by an anonymous interviewee of Linden (2017): “It is
difficult to create generic solutions; we have to start from scratch for each new case, and relatively little
is reusable.”

In terms of fluency, the level required is dependent on how the system is intended to be used. In cases
where the output is directed at human journalists who can polish the text and add additional analytical
details, the requirement is significantly lower than in cases where the text is delivered directly to the
news consumer. In both cases, however, the fluency must be high enough to ensure that the information
content of the text is understood correctly by the readers.

The availability of data is less important from an academic perspective, but is crucial from a business
perspective, as it is related more to the business feasibility of a technology rather than its scientific
value. Namely, to be a worthwhile expenditure for a for-profit business, any developed systems must be
able to produce enough content to cover the cost of their creation. As such, the system needs to produce
content from datasets where multiple stories are available. It is notable, however, that this content needs
not be produced in a single go. Rather, both a constant drip of news stories (for example, a constantly
updating coverage of the present state of the COVID-19 situation) and an occasional bulk production
(for example, generating a multitude of stories every time new data on the economy is released) are
viable options. These last factors, however, also indicate a need for topicality in the data: however
cheap, producing automatic summaries of decades old NHL ice hockey games is unlikely to be a sound
business move.

1This might be a consequence of most pre-existing automation approaches being unsuitable for more complex journalism, see
Stray (2019).
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2.2 Technical properties of the EMBEDDIA news generation sys-
tem

Based on the requirements analysis, from the technical perspective it is desirable to produce a transpar-
ent and accurate system that is modifiable, transferable and of some minimal fluency level. We believe
that the EMBEDDIA news generation systems developed in Work Package WP5, as well as the gen-
eral text generation architecture originally described in Task T2.3 of Work Package WP2, match these
requirements.

First, with a rule-based approach the system is more transparent than a comparable system based on
neural processing. This allows investigating and surgically correcting any mistakes or bugs in the sys-
tems. In comparison, the only practically available correction process for a neural system is retraining,
either with an expanded training set (which includes examples explicitly addressing the observed un-
desirable behaviour) or with modified initial parameters. Rule-based approaches, such as those used
in WP5, also provide better understood ‘quality floors’ where it is easier to reason about the possible
failure modes of the system than it is for an equivalent machine learning system.

The requirement for modifiability and transferability seems to favour systems based on machine learning,
such as end-to-end neural NLG systems, over rule-based systems. It is useful, however, to distinguish
here between the theoretical and practical transferability of the systems. In practice, neural end-to-end
NLG system are only transferable at the cost of large amounts of training data in the form of aligned
input-output pairs of structured data and human-written text. It is our understanding that aligned training
data is exceedingly rare in the news world outside of some specific domains such as sports, finance
and weather. Furthermore, such data cannot, by definition, exist for new domains and text types where
the costly human news production is not profitable, but where automation could be useful. While some
systems have been presented for unsupervised learning of an NLG model (e.g. Schmitt, Sharifzadeh,
Tresp, & Schütze, 2019), they make several significant assumptions regarding the structure of the in-
put data, effectively requiring a partially lexicalized document plan as input. For example, Schmitt et
al. (2019) generate English language outputs using as input knowledge graphs defined using English
language labels and relations, thus giving almost all the necessary lexical information ‘for free.’ This
severely limits the practical transferability of neural approaches.

Simultaneously, the requirement for modifiability and transferability indicates that ‘global’ (i.e. non-
modular) rule-based systems are not optimal, as transferability is maximized when large parts of the
system can be reused when transferring to a new domain. As such, we construe this requirement as
pointing towards modular rule-based approaches, and towards modular hybrid approaches that incor-
porate neural components not dependent on aligned training data, e.g., ones that can be trained solely
on textual corpora.

We have applied the same general EMBEDDIA text generation approach in multiple text generation
systems which share significant amounts of the modular pipelines’ modules. In addition to the Eurostat
and COVID19 news generation systems described in Deliverables D5.2 and D5.4, the same underly-
ing pipeline is also used by the system that produces natural language reports from news comments
(see Deliverable D3.5). We interpret this as indicating that the text generation method is indeed highly
transferable and modifiable between different text domains.

Further evidence towards the modifiability of the system is provided by our experiences in trialing sev-
eral different content selection and document planning methods (described in Deliverables D5.3 and
D5.6 and evaluated below in Section 3) and the experiments conducted in Task T2.3 in relation to
(re)lexicaliation. Furthermore, this approach allowed us to develop a system translation tool as de-
scribed in Deliverable D5.5. By translating the system itself (more specifically, the templates used
therein), the working of the system in the new language can be inspected, corrected and modified by
humans collectively for all texts to be produced, rather than translating and fixing each individual text
produced.

Our experiments using the system translation tool to produce an Italian version of the system indicated
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that the tool was able to produce useful first drafts of templates. Note that the system translation
approach does not compete with machine translation of documents; rather, it uses machine translation
internally to produce a version of the system (i.e., its templates) that operates in a new language. Based
on our experience, the draft templates produced automatically can cut down on the general localization
effort especially when the technical personnel localizing the system are not native speakers of the
target language. At the same time, our experiments with Finnish indicate that the system translation
quality suffers when producing draft templates for morphologically more complex languages. As such,
while providing further proof of the benefits of the modular approach used by the EMBEDDIA language
generation technology, the translation tool is not a panacea that trivializes system language support
extension efforts.

Regarding transferability between multiple languages, the Eurostat news generation system produces
text in six different European languages (Finnish, Croatian, English, Estonian, Slovene, Russian).
Finnish and Estonian are Finno-Ugric languages, completely unrelated to the other four which are Indo-
European. This indicates that the technology developed is well-suited for generating text in different
languages. At the same time, the results from human evaluations indicate that the present level of
language support for some of the languages is not very good (see next section).

As for system accuracy, the language generation processes of the EMBEDDIA text generation methods
were designed so as to minimize the danger of producing textual outputs that are either unsupported
by or disagree with the underlying data. Most significantly, the system holds the underlying numerical
information in immutable data structures for as much of the processing as possible. This limits the
likelihood that any programming errors would be able to accidentally modify the underlying data. In
contrast, empirical evidence suggests that the most commonly employed neural text generation methods
suffer from a type of overfitting, ‘hallucination’, where the system produces output that is not based on
the underlying data (Reiter, 2018; Nie, Yao, Wang, Pan, & Lin, 2019; Dušek, Howcroft, & Rieser, 2019;
Puduppully, Dong, & Lapata, 2019).

While the rule-based generation methods employed by the EMBEDDIA text generation approach do
not guarantee that systems built using the approach are unbiased, as we observed in both D6.11 and
Leppänen, Tuulonen, and Sirén-Heikel (2020), rule-based generation methods both avoid some sources
of bias — notably word embeddings as used in text generation systems that use an encoder-decoder
process which produces word embeddings as output — while also allowing for easier identification of
biases through their transparency.

(As described in D6.11 and by Leppänen et al. (2020), bias and journalism have a complicated relation-
ship. On one hand, (especially western) journalism is deeply associated with an objectivity norm, where
news and journalists strive for objectivity, correctness and truth. This objectivity has been traditionally
seen as an antonym of bias and partisanship, both of which are viewed as having adverse effects on
the journalistic ethos for reporting the reality truthfully (Hackett, 1984). However, the complexity of jour-
nalistic bias has gained a new dimension with digitalization. The shift towards mobile and the changes
in audience behavior have increased the role of the audience, affecting news values and journalistic
work (Harcup & O’neill, 2017; Kunert & Thurman, 2019). Personalization, in effect a form of bias, has
become a strategy for media organizations and platforms for creating customer value. Catering for au-
dience tastes based on implicit or explicit user information can also increase the value for automated
news, for example based on location, as suggested by Plattner and Orel (2019). However, as Kunert and
Thurman (2019) found in their longitudinal study, most news organizations remain committed to expos-
ing their audience to a diversity in news stories, reaffirming the prevailing framing of quality journalism.
Distinguishing between acceptable bias, such as exhibited in personalized sports news, and unacceptable
bias, e.g., favoring certain ethnicities, is a value ridden process. Both are examples of selectivity, as
suggested by Hofstetter and Buss (1978, p. 517), or more generally framing (Entman, 1993; Scheufele,
1999). Only shared values decide that one is acceptable and the other is not. Encoding such values
exhaustively into any automated procedure is extremely difficult.)
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Consumer prices in Austria Virossa, toukokuussa 2021, kuukausittainen kasvu
kuluttajahintaindeksissä ’koulutus’ 18.1 yksikköä

In September 2021, in Austria, the monthly
growth rate of the harmonized consumer price
index for the category ’clothing and footwear’
was 17.1 points. It was 7.6 percentage points
more than the EU average. The country had
the 5th highest monthly growth rate of the
harmonized consumer price index for the category
’clothing and footwear’ across the observed
countries. In February 2021, the monthly growth
rate of the harmonized consumer price index for
the category ’clothing and footwear’ was -7.5
points. It was 6.3 percentage points less than
the EU average.

In October 2021, the monthly growth rate of
the harmonized consumer price index for the
category ’communication’ was 1 points. It was
1.1 percentage points more than the EU average.
The country had the 3rd highest monthly growth
rate of the harmonized consumer price index
for the category ’communication’ across the
observed countries. In September 2021, the
country had the 11th highest value for it across
the observed countries. The monthly growth rate
of the harmonized consumer price index for the
category ’communication’ was -0.2 points.

Virossa kuukausittainen kasvu
kuluttajahintaindeksissä ’koulutus’ oli
18.1 yksikköä toukokuussa 2021. Se oli
18 prosenttiyksikköä yli EU:n keskiarvon.
Se oli 10.8 prosenttiyksikköä ali EU:n
keskiarvon maaliskuussa 2021. Se oli 30.7
prosenttiyksikköä yli EU:n keskiarvon kesäkuussa
2020. Se oli 30.8 yksikköä.

Kuukausittainen kasvu kuluttajahintaindeksissä
’asuminen, vesi, sähkö ja lämmitys’ oli
5.1 yksikköä kesäkuussa 2021. Se oli 4.7
prosenttiyksikköä yli EU:n keskiarvon. Se
oli 6.7 prosenttiyksikköä yli EU:n keskiarvon
syyskuussa 2021. Se oli 7.5 yksikköä. Se oli
-3 yksikköä maaliskuussa 2021.

Figure 1: Examples of texts used in the evaluation in both English (left) and Finnish (right).

2.3 Journalists’ evaluation of text quality

The worth of any natural language generation (NLG) system eventually depends on how useful the
system is for its intended users. To this end, we conducted a human evaluation of the Eurostat news
generation system.

In the evaluation, expert human judges — a total of eight journalists from the three EMBEDDIA media
partners — were presented with several texts produced by the news generation system. Examples of
the texts are shown in Figure 1. The journalists were shown the texts one at a time, and were asked to
indicate their agreement regarding the following statements about the texts:

Newsworthiness: The text contains information that could be published in a news article

Structure: The information is structured or ordered in a logical manner

Grammaticaly: The text is grammatically correct

Fluency: The text is fluent and natural

Usefulness: The text contains information that could be useful in my daily work

Reusability: I could re-use parts of the text in an article I would write based on it.

Agreement was expressed using a 7-step Likert scale consisting of the following options: ‘Strongly
disagree’, ‘disagree’, ‘Somewhat disagree’, ‘Neutral’, ‘Somewhat agree’, ‘Agree’, and ‘Strongly agree’.
For statistical analysis purposes, the values were encoded numerically using the value 1 for ‘Strongly
disagree’ and the value 7 for ‘Strongly agree’. Value 4 thus indicates a neutral answer.

English texts In the first part of the evaluation, the eight participating expert evaluators each evalu-
ated 5 English language texts produced by the EMBEDDIA Eurostat news generation system using its
default settings and another 5 comparable texts generated using a different document planning method.
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Table 1: Human evaluation results for the English language Eurostat news generation system. Care should be
taken while interpreting the means and standard deviations, as Likert-scale data is only ordinal, not interval
data. We report these numbers only for completeness.

Median Mode Mean St.dev.

Newsworthiness 5.5 5 5.525 0.716
Structure 5.0 6 5.075 1.248
Grammaticality 6.0 6 5.375 0.952
Fluency 3.5 5 3.850 1.424
Usefulness 4.0 4 4.300 1.363
Reusability 5.0 5 4.800 1.154

Table 2: Median human evaluations Finnish, Estonian and Croatian language texts as created by the Eurostat news
generation system. The column n indicates the number of judges providing judgements for each language,
with all other numbers being reported as medians.

n Newsworthiness Structure Grammaticality Fluency Usefulness Reusability

Finnish 2 5.0 3.0 4.5 3.0 4.0 3.0
Estonian 3 5.0 3.0 1.0 1.0 4.0 1.0
Croatian 3 3.0 5.0 1.0 1.0 6.0 6.0

The results of these evaluations are presented in Table 1. In this section, we present only the results
pertaining to the default system, and will return to the alternative texts in Section 3.2.

The results indicate that the evaluators viewed the system in generally positive terms. The judges
agreed (median between ‘Somewhat agree’ and ‘Agree’) that the automatically generated texts con-
tained newsworthy information that could be published in news articles. The judges somewhat agreed
that they could re-use parts of the text in an article they would write based on it (median ‘Somewhat
agree’). The judges didn’t agree or disagree with the statement that the text contained information that
would be useful in their daily work (median ‘Neutral’). These results should be interpreted taking into
account the fact that the judges were not able to choose the topics of the evaluated texts. The texts dis-
cussed consumer price data, and all the stories evaluated in this subsection of the evaluation pertained
to countries other than those where the judges’ employers were located.

The judges agreed that the texts were grammatical (median ‘agree’) but slightly disagreed with them
being fluent (median between ‘somewhat disagree’ and ‘neutral’). They also viewed the texts as being
structured or ordered in a logical manner. We will return to this last point in Section 3.

Texts in native languages In the second part of the evaluation, the same journalists were shown three
texts in their native language based on their employer. The three texts also described the consumer
price index developments of the nations the media partners were located in. In other words, the STT
participants were shown Finnish language texts about Finland, Estonia and Crotia, the Ekspress Meedia
participants were shown Estonian language texts about Finland, Estonia and Croatia, etc. The judges
were asked to evaluate these texts using the same statements used in part one of the evaluation. All
the texts were generated using the standard (heuristic-based) document planner.

The results of the evaluation are shown in Table 2. Due to the limited number of participants per
language — the column n indiciates the per-language number of judges, ranging from two to three —
we do not compute other statistics beyond medians.

Observing the results, we note that the judges were generally positive regarding the usefulness of the
results (medians ranging from ‘neutral’ to ‘agree’), but observed grammatical flaws in the text, as in-
dicated by disagreement with the grammaticality statement. Analysis of the judges’ free-text answers
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indicates that the Estonian and Croatian systems created sentences with incorrect grammatical agree-
ment. This was somewhat expected for the Croatian texts due to a lack of a Croatian morphological
analyzer-generator component. For Estonian, the result was unexpected, as we are using a morpho-
logical library to conduct analyses and inflections. We suspect that the observed phenomenon results
from either a programming or templating error, but more detailed analysis with Estonian native speakers
is required to establish the exact root cause.

Interestingly, there is significant variation in the answers to the ‘reusability’ aspect even when accounting
for the grammatical errors. Specifically, we note that while the Crotian evaluators found the texts ungram-
matical, they still agreed that they would be useful and reusable (median ‘agree’). On the other hand,
while the Estonian judges viewed the grammaticality as equally bad, they evaluated both usefulness
and reusability more critically (‘neutral’ and ‘completely disagree’, respectively). We expect that some
of this disagreement can be attributed to differing alignments of the texts with the judges’ daily work (i.e.
a sports journalist would likely answer differently than an economy journalist) as well as whether the
judges considered the system in the abstract (i.e. a system of this type, potentially using different data
more related to their daily work) or this specific system. Concurrently, due to the low number of judges
and total judgements, the results are likely to be very noisy.

2.4 Qualitative analysis of text generation

The evaluators were also asked to provide free-text feedback in a third part of the evaluation, in addi-
tion to the above quantitative questions. No additional texts were presented to the evaluators in this
part.

The judges were presented with the following three questions:

Q1: “What kinds of changes would make these kinds of texts more useful for you in your work?”

Q2: “If you could receive these types of automatically generated texts from any data you wanted (for
example economic data, sports or election results or COVID-related statistics), what would be the
most useful to you or your colleagues? Do not worry about whether the data really exists or not.”

Q3: “If you were to use this kind of a system, how would you incorporate it into your daily workflow?”

The answers to Q1 indicate that at least some of the judges perceived the English language texts
as of sufficiently high quality to be useful as-is. Additional tweaks would be needed to address the
grammatical issues in Estonian and Croatian, which in the case of Croatian appear to be related to
grammatical gender. As further improvements to the system, the judges called for inclusion of further
context to the information, even more focused texts and a stricter enforcement of temporal ordering in
the text.

In terms of Q2, the judges identified as the most promising data sources those discussing topics such
as sports, COVID and health, crime and legal matters, economics, elections and weather. They also
observed that increased localization of the texts (e.g., tailoring texts to more localized areas or smaller
populations) would be beneficial.

For Q3, the judges identified two principal methods to incorporate automated news generation to their
daily workflows.

The first of these was to embed machine-generated paragraphs or subsections into otherwise human-
written news texts. While not explicitly stated by the judges, we note that this would have synergy with
(hyper)localization, for example in a scenario where a human journalist writes a high-level analysis of
an economic trend on the national level, which is then enhanced by a computer-generated subsection
that describes the same phenomena in terms of its relation to the users’ locale.

The second method envisioned by the judges was that the texts would be targeted at the journalist
alone, e.g., as news alerts that would be sent to them during their day, or alternatively as a “recap” they
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could read when starting their daily work. One judge also identified that in this capacity, the texts could
act as starting points for writing, allowing for faster response time to breaking news events.

2.5 Discussion

Above, we have evaluated the work conducted in Task T5.1 using a combination of qualitative analysis of
system properties in relation to an analysis of requirements, a statistical analysis of human evaluations
of the generated texts, contributed by domain experts, as well as a more qualitative analysis of free-text
feedback provided by the judges.

In the research literature, NLG systems are often evaluated with metrics such as BLEU (Papineni,
Roukos, Ward, & Zhu, 2002) and ROUGE (Lin, 2004) which measure how well the system’s output is
aligned with a known-good collection of gold standard outputs. Measures proposed in the literature for
this purpose are, in general, modified versions of word set overlap metrics that attempt to account for
natural language complications such as synonymy and word order. In this work, we have not employed
such methods because they assume the existence of gold standard texts that cover the whole space
of acceptable outputs. There are no pre-existing human written texts that would have used the same
inputs as the system, and it is not feasible to construct new sets of gold standard texts for our NLG
use cases with numerous input data, content selection, and ranges of linguistic expressions potentially
used to express those selected contents. Having journalists evaluate generated texts gives much more
realistic results but is costly.

We have also contributed to the larger discussion regarding the problematic state of automated mea-
sures in NLG evaluation. In a larger collaborative effort, we outlined other potential methods for improv-
ing the state of NLG evaluations. This work resulted in a publication entitled “Underreporting of errors
in NLG output, and what to do about it” (van Miltenburg et al., 2021), attached to this deliverable as
Appendix A.

3 Document planning and content selection
In the scope of Task T5.2, we developed three methods for planning the information content and struc-
ture of automatically generated news text.

The first of these methods is a heuristic-based approach described in Deliverables D5.3 and D5.5. This
heuristic is dependent on the existence of hierarchical labels which describe semantics of data, and
we use the hierarchical labels to estimate the semantic similarities between pieces of information. This
method is evaluated below in Subsection 3.1.

The second method is a variant of the first one, wherein the similarity is determined using word em-
beddings. The benefit of this is that the method is applicable in cases where hierarchical labels are not
available (but word embeddings are). This method is described in Deliverable D5.5 and is evaluated in
Subsection 3.2.

Finally, we developed a separate machine learning approach, described in Deliverables D5.3 and D5.5.
The method is evaluated in Subsection 3.3.

3.1 Heuristic method for document planning

In Deliverables D5.3 and D5.5 we described a heuristic-based document planning method. We imple-
mented the method in the larger Eurostat news generation application described in deliverables D5.2
and D5.4. As a baseline to compare against, we also developed a variant of the same application
with a simplified document planner. In this simplified planner, the planner always selects the maximally
newsworthy available message as the message without any early stopping threshold. Nuclei, i.e. the
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paragraph-first key messages, are selected from a more limited ‘core messages set’, while satellites
(auxiliary messages) can discuss a wider range locales; see the above-mentioned deliverables for de-
tails. Contrasting our proposed method with this simplified method enables us to evaluate the quality of
narrative coherence in the generated texts.

For this evaluation, three experts were recruited from the Finnish News Agency STT to evaluate docu-
ments on the consumer price indices in five different European nations. For all nations, the judges were
shown variants produced by the heuristic method and the simpler baseline method. One of the selected
countries is the country the news agency is based in, with the assumption that the judges have a good
amount of world knowledge that they can use in evaluating these texts. Another variant pair describes a
country that is both relatively small and geographically remote (but still within EU), with the assumption
that the journalists are unlikely to have much world knowledge about this country’s consumer prices.
The three other countries were selected from among those bordering the first country, with the assump-
tion that the journalists would have some, but not much, world knowledge relating to these countries.
The final output texts were not inspected prior to selecting the countries.

This evaluation was focused on document planning and content selection. Therefore the enclosing
system was simplified in some respects, e.g., to not conduct complex sentence aggregation. This was
done to minimize the effect of later stages of the generation process on this evaluation. The only manual
alteration was the addition of headings to indicate the texts’ intended themes, e.g., “Consumer Prices in
Estonia”.

The evaluations were conducted online. The judges were first provided with some basic information on
the type of documents they were to read (i.e. that the texts are intended to be news alerts for journalists,
rather than publication ready news texts), the length of the task, etc. All instructions were in the judges’
native language, in this case Finnish. The judges were not told which texts were produced by which
variants nor how many variants were being tested. Following this, the judges were shown the documents
one by one. For each document, the judges were asked to indicate their agreement with the following
statements (translated from Finnish):

Q1: The text matches the heading

Q2: The text is coherent

Q3: The text lacks some pertinent information

Q4: The text contains unnecessary information

Q5: The text has a suitable length

For Q1–Q4, the judges indicated their agreement on a 7-point Likert scale ranging from 1 (‘completely
disagree’) to 7 (‘completely agree’). For Q5, the answers were provided on 5-point scale ranging from
1 (‘clearly too short’) to 3 (‘length is suitable’) to 5 (‘clearly too long’). In addition, the judges were able
to provide textual feedback for each individual text, as well as for the evaluation task as a whole. The
judges’ answers to Q1 – Q5, are aggregated in Table 3.

The results indicate that the heuristic-based method statistically significantly increases the document’s
coherence (Q2, mean 4.33 vs. 1.60, median 5 vs. 2), the matching of the document’s content to the
document’s theme (Q1, mean 4.40 vs. 1.80, median 5 vs. 2), and produces documents of more suitable
length (Q5, mean 2.93 vs. 4.07, median 3 vs. 4, with 3 being best). The proposed method also seems to
result in less unnecessary information being included in the document (Q4, mean 5.13 vs. 6.33, median
5 vs 6), and in the text missing less necessary information (Q3, mean 4.47 vs. 5.80, median 4 vs. 6), but
these effects are not statistically significant after correcting for multiple comparisons with the Bonferroni
correction. We hypothesize this difference would become significant in a larger-scale evaluation.

The free-form textual feedback provided by the judges indicates, as expected, that the texts could be
further improved. For example, a text discussing consumer prices in Estonia stated that Estonia had
the third highest index value for a certain type of goods with the Estonian value being X while the
Swedish and North Macedonian values for the same category of goods were X+0.6 and X+0.7, respec-
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Table 3: Evaluation of document planning and content selection in texts produced with the heuristic-based method.
Parentheses indicate answer ranges and whether the higher (↑), lower (↓) or middle values are to be
interpreted as the best. The pMWU column contains the (uncorrected) p-value of a two-sided Mann-Whitney
U test. An asterisk indicates the p-value is statistically significant also after applying a Bonferroni correction
to account for multiple tests.

Heuristic method Baseline

Statement Median Mean SD. Median Mean SD. pMWU

Q1, match (1–7, ↑) 5 4.40 1.64 2 1.80 0.41 < 0.001*
Q2, coherence (1–7, ↑) 5 4.33 1.76 2 1.60 0.51 < 0.001*
Q3, lack of information (1–7, ↓) 4 4.47 1.81 6 5.80 1.42 0.049
Q4, unnecessary information (1–7, ↓) 5 5.13 1.55 6 6.33 0.62 0.024
Q5, length (1–5, 3 is best) 3 2.93 0.59 4 4.07 0.70 < 0.001*

tively. Here, the judges called for an explicit statement that North Macedonian value was the highest in
EU.

This work is described in full by Leppänen and Toivonen (2021), attached to this deliverable as Appendix B.

3.2 Word embeddings based document planning

In Deliverable D5.5 we also described a variant where the information similarity component of the heuris-
tic was replaced with a word embedding based approach. Briefly, instead of observing the similarity
between data point labels (expressed using a hierarchical labeling system), we produce isolated sen-
tences describing each fragment and then calculate the similarities between those sentences using
word embeddings.

An evaluation of this approach was conducted concurrently with the evaluation described in Section 2.3
by showing the judges — in addition to the five English-language texts produced by the heuristic-based
document planner — five comparable texts generated using this word embedding based document
planner. A total of 8 judges evaluated 5 texts belonging to both the heuristic-based method and the word
embedding method. The judges were told that the evaluated texts came from multiple variants of the
same system, but were not told which text was produced using which document planner, nor how many
different system variants being tested. The evaluation statements are given above in Section 2.3.

The results obtained in this evaluation are described in Table 4. We report medians, means and standard
deviations, for both the heuristic-based systems (‘Heuristic-based’) and the word embedding method
(‘Word embeddings’) but as above care should be taken when interpreting the latter two of these val-
ues as Likert scale answers are ordinal rather than interval data. We conduct Mann-Whitney U tests
to determine whether the two methods are statistically significantly different from each other for each
question.

As we are conducting multiple significance tests as a family, it is not statistically sound to apply the stan-
dard threshold of statistical significance (α = 0.05) as-is. Instead, we need to apply a correction to reduce
the likelihood of false positive results. Bonferroni correction is a (conservative) method for adjusting sta-
tistical significance levels when multiple tests are carried out simultaneously. Given that we had six tests,
the traditional threshold α = 0.05 for statistical significance is replaced by the Bonferroni-corrected value
α
6
≈ 0.008. We note, however, that the correction is conservative. It is prone to overcorrecting especially

when the individual tests are correlated. This is presumably the case between grammaticality and flu-
ency, as well as between usefulness and reusability. This should be kept in mind when interpreting the
values reported below.

Based on the results shown in Table 4, we observe that the proposed word embedding based method
is outperformed by the heuristic-based method especially in the ‘structure’ aspect (median 5.5 vs 3.0,
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Table 4: Comparison of contents produced with the heuristic-based and the word embedding-based methods. The
pMWU column contains the (uncorrected) p-value of a two-sided Mann-Whitney U test. An asterisk indicates
statistical significance prior to applying a Bonferroni correction, with two asterisks indicating statistical
significance using the Bonferroni-corrected threshold. See text for discussion on the conservative nature
of the Bonferroni correction.

Heuristic-based Word embedding based

Median Mean St.dev. Median Mean St.dev. pMWU

Newsworthiness 5.5 5.525 0.716 5.0 4.950 1.176 0.019*
Structure 5.0 5.075 1.248 3.0 3.700 1.145 1.538e-05**
Grammaticality 6.0 5.375 0.952 5.0 5.025 1.025 0.063
Fluency 3.5 3.850 1.424 3.0 3.175 1.238 0.017*
Usefulness 4.0 4.300 1.363 4.0 4.025 1.368 0.205
Reusability 5.0 4.800 1.154 5.0 4.300 1.651 0.068

p = 1.538e − 05). This result is statistically significant even after applying a Bonferroni correction for
multiple comparisons.

For the ‘newsworthiness’ (median 5.5 vs. 5.0) and ‘fluency’ (median 3.5 vs. 3.0) aspects, the results are
statistically significant using the standard threshold of α = 0.05, but would lose statistical significance
with a Bonferroni correction for multiple testing (see below). Meanwhile the ‘usefulness’ (both median
4.0), ‘reusability’ (both median 5.0 ) and ‘grammaticality’ (median 6.0 vs. 5.0) aspects lack a statistically
significant difference.

Overall, the heuristic based method outperforms the word embedding based one in terms of text qual-
ity. Furthermore, we observed that the word embedding based method demands more computing
resources, especially in terms of memory, and results in significantly increased system runtime. Taken
together, these limit the usefulness of the word embedding based approach especially in relation to
on-demand generation. A conclusion is to use the heuristic-based method whenever suitable semantic
hierarchy is available for labels.

When hierarchical labels are not available, however, the embedding based approach is an option. Evalu-
ators agreed (median ‘somewhat agree’) that the resulting texts contained newsworthy content and were
reusable in their daily work (median ‘somewhat agree’). We thus believe that the method — following
further refinement — could be useful in certain types of generation tasks.

3.3 Machine learning based document planning

In this line of work, we have replaced the heuristic content selection method of Section 3.1 with a
machine learning model, namely a neural network. As discussed in Section 2.2, a challenge for this
approach is the scarcity of end-to-end training data, that is, data records paired with human-written
news outputs. We have circumvented this issue in document planning and content selection by making
the reasonable assumption that the position of a sentence in a news article reflects its newsworthiness,
and by sampling a training dataset from a statistical news corpora.

We have experimented with several different neural architectures, which we have evaluated on the task
of sentence ordering given a set of paragraphs with their sentences shuffled. Due to a good performance
on this task as well as some technical advantages, we chose a pairwise convolutional neural network
(CNN) classifier for the actual content selection task and human evaluation of the generated news
outputs. All details regarding the datasets, the neural architectures and the sentence ordering task have
been reported in Deliverables D5.3 and D5.5.

In order to evaluate the news outputs generated using this neural content selection approach, we con-
ducted an evaluative survey where, similarly to Section 2.3, five human judges were presented with

15 of 63



ICT-29-2018 D5.7: Final evaluation report on multilingual text generation technology

generated texts and a set of statements to be answered using a seven-step Likert scale. The texts
were also based on Eurostat consumer price data for European countries, as in Section 3.1, each text
focusing on one country. The evaluated texts pertained to four different countries.

The judges were recruited from among journalists from the Finnish News Agency STT and well as
journalism researchers, under the assumption that both would be intimately familiar with the news pro-
duction process (as conducted by human journalists) and various news text artefacts.

The survey was conducted online. Following a general description of the study, the judges were pre-
sented with a total of 12 texts on at a time. All texts, instructions and statements were in English. The
judges were told that different methods had been used for generation, but they did not know which texts
were generated using which method, or how many methods were being compared.

After being presented with each text, the judges were asked to indicate their agreement with the following
statements:

Q1: The text corresponds to the heading

Q2: The text is coherent

Q3: The text contains useful information

For all of these statements, 1 indicates complete disagreement while 7 indicates complete agree-
ment.

We tested three variants of document planning and content selection. The first variant (Baseline), is our
NLG system using a simplified version of the heuristic method discussed in Section 3.1, such that only
the newsworthiness score was used to determine the fitness of a message, discarding the other metrics.
The second variant (Heuristic) is the complete heuristic-based method described. Finally, the third
variant is based on the pairwise CNN classifier for determining the fitness scores of messages.

In total, the judges were presented with 12 two-paragraph news articles generated by the document
planner variants, four texts each. For all variants, each paragraph was restricted to discuss only one
theme. Examples of the variants are shown in Figure 2.

The median, mean, and standard deviations of the answers are presented in Table 5. We report the
means and standard deviations for the purpose of comparison, but acknowledging that computing these
metrics on a Likert scale is not completely unproblematic as it assumes a unit distance between each
step of agreement. Care should be taken when drawing conclusions based on these latter values.

As the upper table of Table 5 shows, the medians and means are higher for CNN in comparison with
Heuristic and Baseline for all statements Q1-Q3. The scores for Heuristic are also slightly higher than
those of Baseline, although the difference is smaller.

In order to determine the statistical significance of these results, we performed first a Kruskal-Wallis
statistical test for each statement sample (all methods together), and then a two-sided Mann-Whitney
U test for each pair of methods within each statement sample, given that the null hypothesis of the
Kruskal-Wallis test had been rejected for the statement in question. The p-values of the Kruskal-Wallis
test (pKW ) for each statement and the Mann-Whitney U test (pMWU) for each pair of methods are shown
in the lower part of Table 5.

We used the Kruskal-Wallis test for each statement sample to test the null hypothesis that the answers
regarding the three different methods would originate from the same distribution. For statements Q1
and Q2, this null hypothesis can be rejected with very low p-values (pKW < 0.01 for Q1 and pKW < 0.001

for Q2), meaning that with very high confidence at least one of the methods is significantly different from
the others in performance. Even for Q3, the null hypothesis can be rejected, since pKW < 0.05, although
not quite with the same level of confidence.

According to the Mann-Whitney U tests, the difference between CNN and Baseline is statistically sig-
nificant with high confidence, since pMWU < 0.01 for all statements. The same applies to the difference

16 of 63



ICT-29-2018 D5.7: Final evaluation report on multilingual text generation technology

Baseline Heuristic CNN

Consumer prices in Finland Consumer prices in Finland Consumer prices in Finland

In March 2020, in Finland,
the monthly growth rate of
the harmonized consumer price
index for the category ’health’
was 2.4 points. In Turkey,
the harmonized consumer price
index for the category ’health’
was 70.26 points more than in
US. It was 181.7 points. In
February 2020, it was 65.53
points more than in US. In March
2020, the monthly growth rate
of the harmonized consumer price
index for the category ’health’
was 2.8 points. In February
2020, the harmonized consumer
price index for the category
’health’ was 176.79 points.

In March 2020, in Finland,
the monthly growth rate of
the harmonized consumer price
index for the category ’health’
was 2.4 points. It was 2.2
percentage points more than in
US. In Turkey, the harmonized
consumer price index for the
category ’health’ was 70.26
points more than in US. It
was 181.7 points. The monthly
growth rate of the harmonized
consumer price index for the
category ’health’ was 2.8
points. Finland had the 2nd
highest monthly growth rate of
the harmonized consumer price
index for the category ’health’
across the observed countries.

In March 2020, in Finland,
the monthly growth rate of
the harmonized consumer price
index for the category ’health’
was 2.4 points. It was 2.2
percentage points more than
in US. The country had the 2nd
highest monthly growth rate of
the harmonized consumer price
index for the category ’health’
across the observed countries.
In February 2020, the country
had the 12th highest monthly
growth rate of the harmonized
consumer price index for the
category ’health’ across the
observed countries. It was -0.3
points. It was 0.5 percentage
points less than in US.

In January 2020, in Finland,
the monthly growth rate of the
harmonized consumer price index
for the category ’education’
was 1 percentage points less
than in US. In February 2020,
in Turkey, it was 0.9 points.
It was 0.7 percentage points
more than in US. In Sweden,
it was 0.8 points. It was 0.6
percentage points more than in
US. In January 2020, in Estonia,
it was 1.3 percentage points
more than in US.

In January 2020, the monthly
growth rate of the harmonized
consumer price index for the
category ’education’ was 1
percentage points less than in
US. It was -0.8 points. It was
0.8 percentage points less than
the EU average. In Estonia, it
was 1.3 percentage points more
than in US. It was 1.5 points.
It was 1.5 percentage points
more than the EU average.

In January 2020, the monthly
growth rate of the harmonized
consumer price index for the
category ’education’ was 1
percentage points less than
in US. It was -0.8 points.
It was 0.8 percentage points
less than the EU average. In
February 2020, it was 0 points.
It was 0.2 percentage points
less than in US. The country had
the 8th highest monthly growth
rate of the harmonized consumer
price index for the category
’education’ across the observed
countries.

Figure 2: Example texts used when evaluating the machine learning based document planning method. Texts
generated by the baseline document planner (left), the heuristic-based method (middle), and the CNN-
based method (right).
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Table 5: Upper table: medians, means, and standard deviations of the answers to the questionnaire comparing our
neural and heuristic content selection methods with a baseline. For each statement, the answer ranges are
1–7, where higher values are better. Lower table: p-values for the Kruskal-Wallis test for each statement
sample as well as for the Mann-Whitney U test between each pair of methods within each statement
sample.

Baseline Heuristic CNN

Statement Median Mean St.dev. Median Mean St.dev. Median Mean St.dev.

Q1, corr. to heading 4.5 4 1.97 4.5 4.65 1.27 6 5.8 0.94
Q2, coherence 3.5 3.45 1.58 4.5 4.4 1.11 5 5.15 0.94
Q3, usefulness 4 3.9 1.85 4 4.55 1.28 6 5.3 1.18

Statement

Test Variants Q1 Q2 Q3

Kruskall-Wallis All 0.0026 0.0009 0.0168
Mann-Whitney U Baseline – Heuristic 0.1552 0.0185 0.1082
Mann-Whitney U CNN – Baseline 0.0010 0.0003 0.0036
Mann-Whitney U CNN – Heuristic 0.0038 0.0161 0.0307

between CNN and Heuristic, although not with as high confidence, and for Q3 the difference is not
significant after Bonferroni correction (corrected significance level is 0.05

3
≈ 0.017).

In contrast, the difference between Baseline and Heuristic is not statistically significant for any of the
three statements. This result reflects our observation about the survey results, where the difference
between these two methods was relatively small.

Altogether, the above results of the survey and the statistical tests indicate that our neural content
selection method has superior performance in relation to the simpler baseline method. It also modestly
overperforms the heuristic method evaluated in Section 3.1. This suggests that the neural network
is able to learn patterns about the relationship between sentence position and newsworthiness, and
supports our initial assumption that more newsworthy sentences tend to appear earlier than others. In
addition, being data-driven, the method requires fewer assumptions to be made about the data.

Although our neural method brings about better performance in terms of the survey results, we ac-
knowledge that it has a couple of disadvantages in comparison with the heuristic method. First, it is
computationally heavier than the heuristic method, which might be an issue for online use cases. In
other use cases, where the user does not need to wait for the output, the method is probably more
suitable. Second, the method requires a suitable training corpus, the availability of which varies accord-
ing to the application domain. In our experiments, the corpus was of the same genre of text as in the
generation, but including a much wider domain of news topics. This suggests that our approach could
potentially be well transferable at least within the same genre. Otherwise, the method’s performance will
most likely be affected by the similarity of chosen training data to the generation domain.

4 Headline generation
A mixed UH and JSI team has continued its work on headline generation in the low-resource scenario
using encoder-decoder architectures. While the initial stages of this work have already been described
in Deliverable D5.6, in this deliverable we report on some additional experiments using two distinct
neural architectures and the final evaluation results on two Embeddia datasets.
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4.1 Methodology

The main objective was to adapt the current state-of-the-art Transformer based approaches to settings
with limited amount of data and find the most suitable headline generation strategy for the Embeddia
languages. We tested two distinct encoder-decoder neural approaches.

The first approach involved a multilingual encoder-decoder model BART (Tang et al., 2020). More
specifically, we employed monolingual BART for English, while for experiments on Estonian and Croatian
we used its multilingual version mBART-50 (Tang et al., 2020).

The second approach involved an encoder-decoder architecture consisting of two pretrained BERT (Devlin,
Chang, Lee, & Toutanova, 2019) models connected by a randomly initialised cross-attention layer, for
which weights need to be learned from scratch. We refer to this model as BERT encoder-decoder
(BERT-ED). For English we used two “bert-base-uncased” models, for Estonian and Croatian we used
the FinEst BERT and CroSloEngual BERT described in Ulčar and Robnik-Šikonja (2020).

We test the models in a low-resource setting, on two Embeddia languages (Croatian and Estonian),
on datasets ranging from 10 000 to roughly 30 000 documents. In order to compare the models’ perfor-
mance in this low-resource scenario to their performance in an ideal high-resource scenario, the models
are also tested on two English datasets, one small and one large (see Section 4.2 for details).

We investigate whether using and combining different pretraining schemes can improve the performance
of the model. More specifically, we test three distinct pretraining techniques:

• Text infilling: As proposed by Lewis et al. (2019), about 20% of the training corpus is corrupted
by an in-filling scheme, where spans of text are replaced with a single mask token. The encoder-
decoder is then trained to generate the original text from the corrupted input.

• Sentence shuffling: Same as in Lewis et al. (2019), the input sentences are randomly shuffled and
the model is trained to generate the original text with the correct sentence order.

• Two tasks: The model is first trained to restore the correct order of shuffled sentences and than to
restore the corpus corrupted by the text in-filling scheme.

Note that pretraining is performed using only the headline generation training dataset and no additional
data is used. This way, we inspect if the model’s performance can be improved by extensive pretraining
instead of obtaining more data.

To increase the size of the training corpus we employ several data augmentation techniques.

• BERT-based augmentation: 20% of the words in the news article are masked. Then, the masked
article is fed to the BERT model, who proposes probable candidates for the masked tokens. These
tokens are replaced by the most probable candidates, creating new articles to be added to the
training set.

• Word2vec augmentation: For each news article in the train set, we replace random words in the
articles by synonyms proposed by the Word2vec model.2

• Wordnet augmentation: This method is similar to the previous one, but replacement candidates are
obtained from Wordnet.

• EDA augmentation: EDA, proposed by Wei and Zou (2019), consists of four operations: Wordnet
synonym replacement, random insertion, random swap, and random deletion.

2We set the number of runs parameter to 5 and probability of replacement to 0.3 (i.e. the algorithm goes through the text five
times and tries to augment each sentence with a 0.3 probability). English word2vec embeddings are trained on the Google News
dataset, Croatian word2vec embeddings are trained on the Croatian Web Corpus (HrWAC) (Ljubešić & Erjavec, 2011; Šnajder,
2014) while the Estonian embeddings are trained on the Estonian Reference Corpus (Kaalep, Muischnek, Uiboaed, & Veskis,
2010).
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• Mixed augmentation: Each article in the train set is first augmented with Word2vec. The augmented
article is fed to the EDA-based augmentation and the output of this augmentation is additionally
fed to the Wordnet-based augmentation.

All augmentation techniques except for BERT have been previously established and are available in
the TextAugment library3: For English, we used all augmentation strategies. For Croatian and Esto-
nian only BERT and word2vec augmentations are available since Wordnet is not available for these
languages.

For each original article in the train set, we generate 5 augmented articles using the algorithms de-
scribed above. These new articles are inserted into the original training set and used for training of
the headline generation model. We opted to generate five augmented texts per article, as initial experi-
ments suggested that using a smaller number results in an insufficient increase of the training dataset,
and using a larger number results in repetitions of the training examples.

4.2 Experimental Setting

Experiments were conducted on three datasets, namely the Estonian ExM news article dataset (Purver,
Pollak, et al., 2021), the Croatian 24sata news article dataset (Purver, Shekhar, Pranjić, Pollak, & Mart-
inc, 2021) and the English KPTimes dataset (Gallina, Boudin, & Daille, 2019). The dataset statistics are
presented in Table 6. For Croatian and Estonian, we use the same train and test dataset splits as in the
recent study on keyword extraction (Koloski, Pollak, Škrlj, & Martinc, 2021).

The English dataset is included in our experiments to serve as a benchmark for several comparisons.
First, we wish to research whether there is a discrepancy in the quality of produced headlines be-
tween English (for which most NLG models are originally produced) and two low-resource languages,
Estonian and Croatian. Second, besides conducting low-resource experiments, the abundance of re-
sources in English allows us to obtain results for the high-resource scenario, to which we can compare
our low-resource results. For this reason, we use both the large KPTimes train set, containing about
260,000 news articles, and the original KPTimes validation set, containing 10,000 articles, which we
employ as a ‘low-resource’ English train set and train models on it. Since we do not use these datasets
as training and validation sets, we refer to them as 260K and 10K respectively to avoid terminology
confusion.

Both BART and BERT-ED approaches are first tested in a high resource scenario, i.e. by training them
on the 260K KPTimes train set. The results of these experiments are used as a reference point of how
well these models work in an ideal scenario with plenty of data available, to which we can compare
results of our low-resource experiments. Next, both of these models are trained on the 10K set, the
Estonian train set, and the Croatian train set without any additional pretraining or data augmentation.
These low-resource reference points are used as baselines that we want to improve through various
pretraining and data augmentation methods.

In our experiments, we employ the same training and generation regime for both models. The input
news articles are truncated at 128 tokens, since we assume that the most important content of the
news, to which the title most likely refers to, is covered at the beginning of the article. The length of
the output is limited to 30 tokens; finally, for generation we employ a beam search of size 5 and early
stopping.

The quality of the generated headlines is evaluated by the standard ROGUE4 score and two newly
proposed measures:

• Semantic similarity (SS) between true and generated headline, using sentence embeddings

3https://github.com/dsfsi/textaugment
4More specifically, we evaluate the headlines by employing ROUGE-1, which measures the overlap of unigrams between the

original headlines and headlines generated by the system, ROUGE-2, which measures the overlap of bigrams, and ROUGE-L,
which is the longest common subsequence based statistics that also considers sentence level structure similarity and identifies
longest co-occurring n-grams.
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Table 6: News datasets used for empirical evaluation of headline generation (number of documents).

Language train set test set
English 260K (KPTimes train) 259,923 10,000
English 10K (KPTimes valid) 10,000 10,000

Croatian 32,223 3,582
Estonian 10,750 7,747

• Textual entailment between both headlines, i.e. Natural language inference (NLI)

4.3 Results

The results of the experiments on the English dataset are presented in Table 7 and the results of the
experiments on Estonian and Croatian datasets are presented in Table 8.

Both BERT-ED and BART models perform well in the ideal high-resource scenario when trained on the
large 260K train set (see approaches labeled as “BASELINE 260K” for both English models), with BART
outperforming BERT-ED by roughly 4 points according to all three ROUGE scores, by about 2 points
according to SS and by almost 5 points according to NLI.

On the other hand, when the models are compared in a low-resource scenario, the gap between the
model’s performance drastically increases (see approaches labeled as BASELINE for Estonian and
Croatian models and the approach labeled as “BASELINE 10K” for English models). This is due to the
drastic decrease in BERT-ED’s performance when trained on the small 10K dataset.

While the results for BERT-ED clearly indicate that only training the model from scratch on a corpus of
limited size is not a viable option, BART-based models on the other hand show more robust performance,
even when trained in the low-resource scenario. For English, training the BART model on the 10K
dataset results in a modest drop of about 3 points according to all criteria, when compared to the BART
model trained on the 260K dataset. The results for Estonian and Croatian are worse, yet still much better
than for the BERT-ED-based models. On Estonian, the multilingual mBART model achieves ROUGE-1
of 26.2, ROUGE-2 of 12.3, ROUGE-L of 24.3 and SS score of 56.7.

While comparison of ROUGE and SS scores across languages is problematic,5 these scores—and
the manual inspection confirming the quality of the produced headlines—indicate that an extensively
pretrained multilingual model can be successfully applied in a low-resource scenario. The mBART
results for Croatian are worse, which is interesting, since the Croatian train set is three times the size of
the Estonian one. They can nevertheless be explained by the fact that mBART-50 was pretrained on a
much smaller Croatian corpus than the Estonian one (Tang et al., 2020).

Next, we discuss the results of the data augmentation and pretraining experiments. Generally speaking,
the results indicate that these experiments have on the one hand a significant influence on the perfor-
mance of BERT-ED-based models and a negligible influence on the performance of the BART-based
models. When it comes to English data augmentation, all but one (Word2Vec augmentation) method
manage to beat the BERT-ED 10K baseline score. The biggest improvement can be observed for the
BERT augmentation. Decent improvements according to all criteria can also be observed when EDA
and Wordnet augmentation are used. Mix augmentation does not work that well, probably because
texts become very different after the multi-step process and not always preserve the original meaning.
It is hard to fine-tune augmentation parameters, since this would require retraining of the corresponding
headline generation model.

For Croatian, the data augmentation improvements are smaller than for English; BERT data augmen-
tation does not work at all. As the Croatian training dataset is three times bigger than the English

5This is especially true when comparison needs to be made between a morphologically rich language, such as Estonian, and
a morphologically less diverse language, such as English.
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Table 7: Results of experiments on the English datasets. Best results in a low resource setting (i.e. excluding the
BART and BERT-ED models trained on English 260K dataset) per evaluation measure are bolded. For
each measure, we report its absolute value (the first number) and the difference with the baseline model
(the second colored, number). Since all experiments with data augmentation and pretraining are run on
the 10K dataset, differences are computed respectively to the 10K baseline, i.e. the first row of results for
each model.

Approach ROUGE-1 ROUGE-2 ROUGE-L SS NLI

English BERT-ED models

BASELINE 10K 10.2 1.4 9.6 24.6 15.4
260K 27.6 10.1 25.1 49.6 32.1

AUGMENTATION

bert 13.2 3.0 2.3 0.9 12.2 2.6 30.8 6.2 15.7 0.3
w2v 9.7 -0.5 1.6 0.2 8.9 -0.7 26.5 1.9 14.9 -0.5
mix 10.4 0.2 1.7 0.3 9.6 0.0 23.9 -0.7 13.1 -2.3
eda 12.8 2.6 2.2 0.8 11.9 2.3 29.5 4.9 15.2 -0.2
wordnet 12.4 2.2 2.1 0.7 11.5 1.9 29.3 4.7 15.2 -0.2

PRETRAINING
infilling 11.7 1.5 1.9 0.5 10.7 1.1 31.0 6.4 18.9 3.5
shuffling 12.9 2.7 2.6 1.2 11.8 2.2 36.0 11.4 18.8 3.4
two tasks 16.5 6.3 4.6 3.2 15.1 5.5 42.0 17.4 25.9 10.5

English BART models

BASELINE 10K 29.0 10.9 26.0 49.3 34.1
260K 31.9 13.1 28.7 51.7 36.8

AUGMENTATION

bert 28.5 -0.5 10.5 -0.4 25.6 -0.4 49.1 -0.2 34.0 -0.1
w2v 27.8 -1.2 10.1 -0.8 25.1 -0.9 48.2 -1.1 32.0 -2.1
mix 27.7 -1.3 10.2 -0.7 25.0 -1.0 47.9 -1.4 32.2 -1.9
eda 28.3 -0.7 10.4 -0.5 25.5 -0.5 49.0 -0.3 33.2 -0.9
wordnet 28.2 -0.8 10.3 -0.6 25.3 -0.7 48.7 -0.6 33.4 -0.7

PRETRAINING
infilling 29.0 0.0 10.9 0.0 26.0 0.0 49.5 0.2 34.2 0.1
shuffling 28.8 -0.2 10.8 -0.1 25.9 -0.1 49.4 0.1 34.3 0.2
two tasks 28.7 -0.3 10.7 -0.2 25.9 -0.1 49.2 -0.1 34.1 0.0

and Estonian ones, we deduce that increasing the dataset size with data augmentation techniques
might be less beneficial for larger datasets. The highest improvements over the BERT-ED baseline
for data augmentation are observed for the Estonian dataset. Indeed, the BERT-ED baseline—which
most likely did not converge due to the lack of training data—returns mostly repetitive or empty strings,
while data augmentations apparently creates enough additional training data to generate more coherent
content.

For the BART-based models, all data augmentation strategies lead to scores lower than the baseline for
all languages. While the reduction is in most cases minimal, these scores nevertheless do indicate that
the augmented data is not of sufficient quality for the pretrained model to obtain useful information that
can be successfully leveraged during NLG training.

By pretraining the BERT-ED-based models, using text infilling and sentence shuffling tasks, on the same
datasets on which they are later fine-tuned for headline generation, we obtain substantial performance
boosts. The increase in performance is even larger than with data augmentation. For English and
Estonian, it is especially useful to apply both pretraining regimes, sentence shuffling and text infilling,
sequentially (see the row in Tables 7 and 8 labeled as “PRETRAINING two tasks”). For Croatian, text
infilling works slightly better than sentence shuffling according to most criteria, but combining these two
approaches does not improve the performance.

Pretraining the BART-based models leads to small improvements for Estonian and Croatian, and to small
reduction for English. The monolingual English BART, which was extensively pretrained on a massive
English corpus using the same denoising tasks we employ here, apparently does not profit from the
additional pretraining on a small corpus. The pretraining experiments for the multilingual mBART-50 on
the other hand consistently show small improvements across all three pretraining regimes and for both
languages.

The average increase in performance for data augmentation and pretraining across all languages and
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Table 8: Results of experiments on the Croatian and Estonian datasets. Best results per language and per eval-
uation measure are bolded. For each measure, we report its absolute value (the first number) and the
difference with the baseline model (the second, colored, number). The differences are computed in re-
spect to the baseline.

Approach ROUGE-1 ROUGE-2 ROUGE-L SS

Croatian BERT-ED models
BASELINE 9.6 1.0 8.9 29.7

AUGMENTATION bert 2.5 -7.1 0.0 -1.0 2.5 -6.4 10.2 -19.5
w2v 11.0 1.4 1.4 0.4 0.1 1.1 33.7 4.0

PRETRAINING
infilling 16.6 7.0 4.2 3.2 14.8 5.9 44.9 15.2
shuffling 15.2 5.6 3.6 2.6 13.4 4.5 43.9 14.2
two tasks 15.4 5.8 4.2 3.2 13.6 4.7 45.9 16.2

Croatian mBART models
BASELINE 20.5 7.3 18.1 49.6

AUGMENTATION bert 19.8 -0.7 6.8 -0.5 17.6 -0.5 49.8 0.2
w2v 18.3 -2.2 5.8 -1.5 16.3 -1.8 47.9 -1.7

PRETRAINING
infilling 21.0 0.5 7.5 0.2 18.6 0.5 51.1 1.5
shuffling 21.2 0.7 7.4 0.1 18.7 0.6 50.8 1.2
two tasks 20.8 0.3 7.2 -0.1 18.4 0.3 50.9 1.3

Estonian BERT-ED models
BASELINE 3.9 0.3 3.8 17.9

AUGMENTATION bert 9.8 5.9 2.5 2.2 9.4 5.6 36.9 19.0
w2v 8.5 4.6 2.1 1.8 8.1 4.3 34.4 16.5

PRETRAINING
infilling 13.9 0.1 4.3 4.0 13.2 9.4 44.0 26.1
shuffling 11.3 7.4 2.8 2.5 10.7 6.9 40.7 22.8
two tasks 17.6 13.7 6.5 6.2 16.3 12.5 49.8 31.9

Estonian mBART models
BASELINE 26.2 12.3 24.4 56.7

AUGMENTATION bert 25.4 -0.8 11.6 -0.7 23.8 -0.6 55.9 -0.8
w2v 23.0 -3.2 9.8 -2.5 21.5 -2.9 53.5 -3.2

PRETRAINING
infilling 27.1 0.9 12.9 0.6 25.2 0.8 57.2 0.5
shuffling 26.6 0.4 12.6 0.3 24.8 0.4 56.9 0.2
two tasks 26.6 0.4 12.3 0.0 24.6 0.2 56.6 -0.1

Figure 3: Average increase in performance for pretraining and data augmentation approaches for both models
across the three languages according to five evaluation measures: three ROUGE scores, semantic sim-
ilarity (SS) and NLI (only for English).
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Table 9: Examples of English headlines generated by various models.

EXAMPLE 1 EXAMPLE 2
True headline martial law is rescinded in a philippine

province
fighting n. y. c. soda ban, industry focuses
on personal choice

BART 260K baseline philippine president lifts martial law soda industry fights new york city’s soda
ban

BART 10K baseline philippine president lifts martial law soft-drink industry takes aim at sugary
drinks

BERT-ED baseline 260K philippine president lifts martial law in
southern philippines

soft - drink industry seeks to fight sugary
drinks ban on sugary drinks

BERT-ED baseline 10K obama’s court’s ban in court in new yorks’s york taxs’s taxs s
BERT-ED 10K + BERT augmentation philippines’s ban in philippines’ ban in

philippines’ ban in philippines
in new york city, new york city’s new york
city’s bans law

BERT-ED 10K + shuffling philippines : lawmakers seek lawmaker’s
ban on lawmakers obama lawmakers ar-
royo’s lawmakers arroyo’s lawmakers

u. s. and new york’s new new york city
mayor’ campaign campaign moves new
york’s mayor’s campaign campaign

BERT-ED 10k + infilling new new new new york city party party
leader s. o. p. s. a. leader s. o. p.

philippines : s. o. p. to be suspended s. a.
lawmakers s. ban s. a.’s

BERT-ED 10K + two tasks president’s decision to rebuke military law
ends in conflict philippines arroyo’s rebuke
philippines’s supreme court in

new yorkers face a challenge to soda in-
dustry in new yorkers in new yorkers’ cam-
paign campaign in new york city’s

for both models is visualized in Figure 3. It is visible that the employment of data augmentation or
pretraining leads to on average much larger increase in performance when BERT-ED-based models are
used. The measure that benefits the most from these additional steps is ROUGE-2, most likely since
this is the hardest criterion of the model’s quality, which is only slightly above zero for most baseline
BERT-ED-based approaches. On the other hand, the figure clearly shows that both pretraining and data
augmentation have only a marginal effect on the BART-based models.

4.4 Qualitative assessment

We manually checked the outputs of several English models6. The BART model, fine-tuned on the 10K
dataset produces one of the the best results. However, it can hallucinate (see Example 2 in Table 9)
or shift the focus of the headline. The manual inspection did not reveal any large differences between
the BART-based model trained on the 10K dataset and on the 260K dataset. Interestingly, Example 1
(Table 9) results in identical outputs for BART models trained on both datasets, as well as in all other
modifications we try with BART. Variation between outputs are rare and, in most cases, not significant;
thus, it is hard to judge which outputted headline is better. On the contrary, the performance of the
BERT-ED-based model trained on the 10K dataset drops drammatically compared to the one trained
on the 260K dataset, as could be seen in the same table. In most cases, it produces ungrammatical
sequences with many repetitions.

Data augmentation only slightly improves the performance on English. According to numerical results
in Table 8, the best augmentation method is BERT-based augmentation. However, as could be seen in
Table 9, the outputs are still ungrammatical, though the meaning is closer to the true headlines. Similar
results were obtained with other augmentation strategies.

In our experiments, pretraining has a more positive effect, though repetitions and hallucinations are still
possible, as can be seen in the last row in Table 9. Pretraining results in much longer output sequences,
where in most of the cases only the first 5-6 words make sense, and then the model starts making
repetitions as if it did not know where to stop.

All BERT-ED-based models overuse possessive suffixes in an ungrammatical way. Text infilling strategy

6Note that here we do not conduct a Likert scale-based expert evaluation, as we do for the generated documents in Sections 2
and 3. The reason for this lies in the availability of the gold standard headlines, to which we can compare the generated headlines
using a well established ROUGE measure and two novel measures, which also consider semantic similarity. We do however
acknowledge that there is as of yet no sufficient substitute for a proper manual evaluation, therefore we plan to do this in the
future.
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also results in overusing of abbreviations, though this problem disappears in a “two task” pretraining (the
last two rows in Table 9).

This work is described in full in Martinc, Montariol, Pivovarova, and Zosa (2022), attached here as Ap-
pendix C.

5 Conclusions
In this deliverable we have described the final evaluation efforts relating to work conducted within Work
Package WP5.

In terms of the work conducted in Task T5.1, our results indicate that the fundamental technology de-
veloped therein is sound. For one, our qualitative analysis of the technical features, taken together with
our ability to adapt the basic technologies to multiple languages and domains as well as being able to
augment the basic rule-based approach with various neural and non-neural processing methods, indi-
cate that the basic technological approach fits the our design goals. These results are complemented
by the human evaluations conducted by domain experts, i.e. journalists. While there clearly are further
improvements that could be made both to the technology in general and as well as the specific case
study systems, the results in general indicate that the journalists see promise in the evaluated systems
and view them as useful.

In Task T5.2, we developed several content selection and document planning methods which were eval-
uated in the context of the Eurostat news generation case study. Our results indicate that the three ap-
proaches evaluated here have different upsides and downsides. For example, it appears that the neural
machine learning method described in Section 3.3 performs better than the heuristic approach evaluated
in Section 3.1), but on the other hand depends on the existence of a text corpus containing texts from the
same genre and increases the compute times and system resource requirements. Concurrently, while
the heuristic-based approach outperforms a word embedding based approach (Section 3.2, it assumes
that data points can be associated with hierarchical labels that can be in turn analyzed to determine
the degree of semantic similarity between the data points, while the word embedding based approach
makes no assumption. These differences between the assumptions made by the different approaches
make them suitable for different concrete use cases.

In the context of headline generation (T5.3), the results suggest that if there exists a pretrained mul-
tilingual NLG model for a specific low-resource language, this option for headline generation should
be picked over the employment of the encoder-decoder architecture consisting of two pretrained BERT
(Devlin et al., 2019) models connected by the randomly initialised cross-attention layer. The successful
training of a randomly initialized cross-attention layer, connecting the two language models, is crucial for
the model’s performance and is dependent on a large corpus not available in low-resource languages.
We have shown that while pretraining and data augmentation can drastically improve the performance
of the BERT-based models in headline generation, it has little effect on the BART-based models which
have already been extensively pretrained on the same denoising tasks, text infilling and sentence shuf-
fling, that we employ in our experiments. The experiments also suggest that pretraining on the train
set is a better option than data augmentation since the improvements are larger and since data aug-
mentation had a negative effect on the performance of the BART-based models, most likely due to the
insufficient quality of the data augmentation algorithms.
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6 Associated outputs
This work is associated with the following publications:

Citation Status Appendix
van Miltenburg, E. et al. (2021) Underreporting of errors in NLG output,
and what to do about it. In Proceedings of the 14th International Conference
on Natural Language Generation. Association for Computational Linguis-
tics.

Published Appendix A

Leppänen, L., & Toivonen, H. (2021) A Baseline Document Planning
Method for Automated Journalism. In Proceedings of the 23rd Nordic
Conference on Computational Linguistics (NoDaLiDa). Linköping University
Electronic Press.

Published Appendix B

Martinc, M. et al. (2022) Data Augmentation and Pretraining to Improve
Neural Headline Generation in Low-Resource Setting. In Proceedings of
the 13th Language Resources and Evaluation Conference (LREC 2022).

Submitted Appendix C

As noted above, some evaluations were already reported in earlier deliverables (especially in D5.6 for
various creative tasks) and in the respective original articles (Alnajjar et al., 2019; Alnajjar & Toivonen,
2021; Alnajjar & Hämäläinen, 2021; Wright & Purver, 2021) and are thus not repeated here.
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Abstract
We observe a severe under-reporting of the dif-
ferent kinds of errors that Natural Language
Generation systems make. This is a problem,
because mistakes are an important indicator of
where systems should still be improved. If
authors only report overall performance met-
rics, the research community is left in the dark
about the specific weaknesses that are exhib-
ited by ‘state-of-the-art’ research. Next to
quantifying the extent of error under-reporting,
this position paper provides recommendations
for error identification, analysis and reporting.

1 Introduction

This paper turned out very differently from the one
we had initially intended to write. Our original
intention was to write an overview of the different
kinds of errors that appear in the output of different
kinds of Natural Language Generation (NLG) sys-
tems, and to develop a general taxonomy of NLG
output errors, based on the publications that have
appeared at previous INLG conferences (similar
to Howcroft et al. 2020; Belz et al. 2020). This,
however, turned out to be impossible. The reason?
There is a severe under-reporting of the different
kinds of errors that NLG systems make. By this
assertion, we mean that authors neither include any
error analysis nor provide any examples of errors
made by the system, and they do not make refer-
ence to different kinds of errors that may appear in
the output. The latter is a lower bar than carrying
out an error analysis, which requires a more system-
atic approach where several outputs are sampled
and analysed for the presence of errors, which are
then categorised (ideally through a formal proce-
dure with multiple annotators). Section 3 provides
more detailed statistics about error reporting in dif-
ferent years of INLG (and ENLG), and the amount

∗This project was led by the first author. Remaining
authors are presented in alphabetical order.

of papers that discuss the kinds of errors that may
appear in NLG output.

The fact that errors are under-reported in the
NLG literature is probably unsurprising to experi-
enced researchers in this area. The lack of reporting
of negative results in AI has been a well-known is-
sue for many years (Reiter et al., 2003). With the
classic NLG example being the reporting of nega-
tive results for the STOP project on smoking ces-
sation (Reiter et al., 2001, 2003). But even going
in with (relatively) low expectations, it was con-
fronting just to see how little we as a community
look at the mistakes that our systems make.

We believe that it is both necessary and possible
to improve our ways. One of the reasons why it
is necessary to provide more error analyses (see
§2.2 for more), is that otherwise, it is unclear what
are the strengths and weaknesses of current NLG
systems. In what follows, we provide guidance on
how to gain more insight into system behavior.

This paper provides a general framework to carry
out error analyses. First we cover the terminology
and related literature (§2), after which we quantify
the problem of under-reporting (§3). Following
up on this, we provide recommendations on how
to carry out an error analysis (§4). We acknowl-
edge that there are barriers to a more widespread
adoption of error analyses, and discuss some ways
to overcome them (§5). Our code and data are
provided as supplementary materials.

2 Background: NLG systems and errors

2.1 Defining errors

There are many ways in which a given NLG system
can fail. Therefore it can be difficult to exactly de-
fine all the different types of errors that can possibly
occur. Whilst error analyses in past NLG literature
were not sufficient for us to create a taxonomy, we
will instead propose high-level distinctions to help
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bring clarity within the NLG research community.
This paper focuses on text errors, which we

define as countable instances of things that went
wrong, as identified from the generated text.1 Text
errors apply when something is incorrect in the
generated text with respect to the data, an external
knowledge source, or the communicative goal.

Through our focus on text errors, we only look
at the product (what comes out) of an NLG sys-
tem, so that we can compare the result of different
kinds of systems (e.g., rule-based pipelines versus
neural end-to-end systems), with error categories
that are independent of the process (how the text is
produced).2 For completeness, we discuss errors
related to the production process in §2.3.

By error analysis we mean the identification
and categorisation of errors, after which statistics
about the distribution of error categories are re-
ported. It is an annotation process (Pustejovsky
and Stubbs, 2012; Ide and Pustejovsky, 2017), sim-
ilar to Quantitative Content Analysis in the social
sciences (Krippendorff, 2018; Neuendorf, 2017).3

Error analysis can be carried out during develop-
ment (to see what kinds of mistakes the system is
currently making), as the last part of a study (eval-
uating a new system that you are presenting), or as
a standalone study (comparing different systems).
The latter option requires output data to be avail-
able, ideally for both the validation and test sets. A
rich source of output data is the GEM shared task
(Gehrmann et al., 2021).

Text errors can be categorised in several different
types, including factual errors (e.g. incorrect num-
ber; Thomson and Reiter 2020), and errors related
to form (spelling, grammaticality), style (formal
versus informal, empathetic versus neutral), or be-
havior (over- and under-specification). Some of
these are universally wrong, while others may be
‘contextually wrong’ with respect to the task suc-

1We use the term ‘text’ to refer to any expression of natural
language. For example, sign language (as in Mazzei 2015)
would be considered ‘text’ under this definition.

2By focusing on countable instances of things that went
wrong in the output text, we also exclude issues such as bias
and low output diversity, that are global properties of the
collection of outputs that a system produces for a given amount
of inputs, rather than being identifiable in individual outputs.

3There has been some effort to automate this process. For
example, Shimorina et al. (2021) describe an automatic er-
ror analysis procedure for shallow surface realisation, and
Stevens-Guille et al. (2020) automate the detection of repeti-
tions, omissions, and hallucinations. However, for many NLG
tasks, this kind of automation is still out of reach, given the
wide range of possible correct outputs that are available in
language generation tasks.

cess or for a particular design goal. For example,
formal texts aren’t wrong per se, but if the goal is
to produce informal texts, then any semblance of
formality may be considered incorrect.

It may be possible to relate different kinds of
errors to the different dimensions of text quality
identified by Belz et al. (2020). What is crucial
here, is that we are able to identify the specific
thing which went wrong, rather than just generate
a number that is representative of overall quality.

2.2 Why do authors need to report errors?

There is a need for realism in the NLG community.
By providing examples of different kinds of errors,
we can show the complexity of the task(s) at hand,
and the challenges that still lie ahead. This also
helps set realistic expectations for users of NLG
technology, and people who might otherwise build
on top of our work. A similar argument has been
put forward by Mitchell et al. (2019), arguing for
‘model cards’ that provide, inter alia, performance
metrics based on quantitative evaluation methods.
We encourage authors to also look at the data and
provide examples of where systems produce errors.
Under-reporting the types of errors that a system
makes is harmful because it leaves us unable to
fully appreciate the system’s performance.

While some errors may be detected automati-
cally, e.g., using information extraction techniques
(Wiseman et al., 2017) or manually defined rules
(Dušek et al., 2018), others are harder or impossible
to identify if not reported. We rely on researchers to
communicate the less obvious errors to the reader,
to avoid them going unnoticed and causing harm
for subsequent users of the technology.

Reporting errors is also useful when compar-
ing different implementation paradigms, such as
pipeline-based data-to-text systems versus neural
end-to-end systems. It is important to ask where
systems fall short, because different systems may
have different shortcomings. One example of this
is the E2E challenge, where systems with similar
human rating scores show very different behavior
(Dušek et al., 2020).

Finally, human and automatic evaluation met-
rics, or at least the ones that generate some kind of
intrinsic rating, are too coarse-grained to capture
relevant information. They are general evaluations
of system performance that estimate an average-
case performance across a limited set of abstract
dimensions (if they measure anything meaningful
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at all; see Reiter 2018). We don’t usually know
the worst-case performance, and we don’t know
what kinds of errors cause the metrics or ratings
to be sub-optimal. Additionally, the general lack
of extrinsic evaluations among NLG researchers
(Gkatzia and Mahamood, 2015) means that in some
cases we only have a partial understanding of the
possible errors for a given system.

2.3 Levels of analysis

As noted above, our focus on errors in the out-
put text is essential to facilitate framework-neutral
comparisons between the performance of different
systems. When categorizing the errors made by
different systems, it is important to be careful with
terms such as hallucination and omission, since
these are process-level (pertaining to the system)
rather than product-level (pertaining to the output)
descriptions of the errors.4 Process-level descrip-
tions are problematic because we cannot reliably
determine how an error came about, based on the
output alone.5 We can distinguish between at least
two causes of errors, which we define below: sys-
tem problems and data problems. While these prob-
lems should be dealt with, we do not consider them
to be the subject of error analysis.

System problems can be defined as the malfunc-
tioning of one or several components in a given
system, or the malfunctioning of the system as a
whole. System problems in rule/template-based
systems could be considered as synonymous to
‘bugs,’ which are either semantic and/or syntactic in
nature. If the system has operated in a mode other
than intended (e.g., as spotted through an error anal-
ysis), the problem has to be identified, and then cor-
rected. Identifying and solving such problems may
require close involvement of domain experts for
systems that incorporate significant domain knowl-
edge or expertise (Mahamood and Reiter, 2012).
Van Deemter and Reiter (2018) provide further
discussion of how errors could occur at different
stages of the NLG pipeline system. System prob-
lems in end-to-end systems are harder to identify,

4Furthermore, terms like hallucination may be seen as
unnecessary anthropomorphisms that trivialise mental illness.

5A further reason to avoid process-level descriptors is that
they are often strongly associated with one type of approach.
For example, the term ‘hallucination’ is almost exclusively
used with end-to-end systems, as it is common for these sys-
tems to add phrases in the output text that are not grounded in
the input. In our experience, pipeline systems are hardly ever
referred to as ‘hallucinating.’ As such, it is better to avoid the
term and instead talk about concrete phenomena in the output.

but recent work on interpretability/explainability
aims to improve this (Gilpin et al., 2019).

Data problems are inaccuracies in the input that
are reflected in the output. For example: when a
player scored three goals in a real-world sports
game, but only one goal is recorded (for whatever
reason) in the data, even a perfect NLG system will
generate an error in its summary of the match. Such
errors may be identified as factual errors by cross-
referencing the input data with external sources.
They can then be further diagnosed as data errors
by tracing back the errors to the data source.

3 Under-reporting of errors

We examined different *NLG conferences to de-
termine the amount of papers that describe (types
of) output errors, and the amount of papers that
actually provide a manual error analysis.

3.1 Approach

We selected all the papers from three SIGGEN
conferences, five years apart from each other:
INLG2010, ENLG2015, and INLG2020. We split
up the papers such that all authors looked at a selec-
tion of papers from one of these conferences, and
informally marked all papers that discuss NLG er-
rors in some way. These papers helped us define the
terms ‘error’ and ‘error analysis’ more precisely.

In a second round of annotation, multiple anno-
tators categorised all papers as ‘amenable’ or ‘not
amenable’ to an error analysis. A paper is amenable
to an error analysis if one of its primary contribu-
tions is presenting an NLG system that produces
some form of output text. So, NLG experiments are
amenable to an error analysis, while survey papers
are not.6 For all amenable papers, the annotator
indicated whether the paper (a) mentions any er-
rors in the output and (b) whether it contains an
error analysis.7 We encouraged discussion between
annotators whenever they felt uncertain (details in
Appendix A). The annotations for each paper were
subsequently checked by one other annotator, after
which any disagreements were adjudicated through

6Examples of other kinds of papers that are not amenable
include evaluation papers, shared task proposals, papers which
analyze patterns in human-produced language, and papers
which describe a component in ongoing NLG work which
does not yet produce textual output (e.g. a ranking module).

7As defined in § 2, errors are (countable) instances of some-
thing that is wrong about the output. An ‘error mention’ is a
reference to such an instance or a class of such instances. Error
analyses are formalised procedures through which annotators
identify and categorise errors in the output.
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Venue Total Amenable Error mention Error analysis Percentage with error analysis

INLG2010 37 16 6 0 0%
ENLG2015 28 20 4 1 5%
INLG2020 46 35 19 4 11%

Table 1: Annotation results for different SIGGEN conferences, showing the percentage of amenable papers that
included error analyses. Upon further inspection, most error mentions are relatively general/superficial.

a group discussion.

3.2 Results

Table 1 provides an overview of our results. We
found that only five papers at the selected *NLG
conferences provide an error analysis,8 and more
than half of the papers fail to mention any errors
in the output. This means that the INLG com-
munity is systematically under-informed about the
weaknesses of existing approaches. In light of our
original goal, it does not seem to be a fruitful exer-
cise to survey all SIGGEN papers if so few authors
discuss any output errors. Instead, we need a cul-
ture change where authors discuss the output of
their systems in more detail. Once this practice
is more common, we can start to make generalisa-
tions about the different kinds of errors that NLG
systems make. To facilitate this culture change, we
give a set of recommendations for error analysis.

4 Recommendations for error analysis

We provide general recommendations for carrying
out an error analysis, summarized in Figure 1.

4.1 Setting expectations

Before starting, it is important to be clear about
your goals and expectations for the study.

Goal Generally speaking, the goal of an error
analysis is to find and quantify system errors sta-
tistically, to allow a thorough comparison of differ-
ent systems, and to help the reader understand the
shortcomings of your system. But your personal
goals and interests may differ. For example, you
may only be interested in grammatical errors, and
less so in factual errors.

Expected errors When starting an error analy-
sis, you may already have some ideas about what
kinds of errors might appear in the outputs of dif-
ferent systems. These ideas may stem from the
literature (theoretical limitations, or discussions of
errors), from your personal experience as an NLG

8Summaries of these error analyses are in Appendix B.

researcher, or it might just be an impression you
have from talking to others. You might also have
particular expectations about what the distribution
of errors will look like.

Both goals and expectations may bias your study,
and cause you to overlook particular kinds of errors.
But if you are aware of these biases, you may be
able to take them into account, and later check if the
results confirm your original expectations. Hence,
it may be useful to preregister your study, so as to
make your thoughts and plans explicit (Haven and
Grootel, 2019; van Miltenburg et al., 2021). This
also makes it easier for others to check whether
they agree with the assumptions behind your study.

4.2 Set-up

Given your goals and expectations, there are several
design choices that you have to make, in order to
carry out your study.

Systems and outputs Since error analysis is rela-
tively labor-intensive, it may not be feasible to look
at a wide array of different systems. In that case,
you could pre-select a smaller number of models,
either based on automatic metric scores, or based
on specific model features you are interested in. Al-
ternatively, you could see to what extent the model
outputs overlap, given the same input. If two mod-
els produce exactly the same output, you only need
to annotate that output once.

Number of outputs Ideally, the number of out-
puts should be based on a power analysis to provide
meaningful comparisons (Card et al., 2020; van der
Lee et al., 2021), but other considerations, such as
time and budget, may be taken into account.

Sample selection Regarding the selection of ex-
amples to analyze, there are three basic alterna-
tives: The most basic is random sampling from
the validation/test outputs. Another option is se-
lecting specific kinds of inputs and analysing all
corresponding outputs. Here, inputs known to be
difficult/adversarial or inputs specifically target-
ing system properties or features may be selected
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• Pre-select by automatic eval. 
or research question
• Check statistical power

• Random sample order
• No model identification for 

annotators

Three options:
a) Top-down (theory-based)
b) Bottom-up (from data)
c) Expand existing taxonomy

• Annotators: adequate number 
& expertise
• Unit: token/word/phrase
• Majority vote vs. any error

• Compare outputs to inputs
• Trace errors back to source
• Address errors in next version

Annotate errorsSelect models & samples Shuffle & Blind Categorize errors

Enlarge sample & annotator pool

• Start with a small pilot
• Increase as guidelines are stable

& IAA is good enough

Create guidelines & examples

• Include definitions & examples
• Borderline cases
• Use to train further annotators

Identify error source

• Generate error frequency table.
• Compute overall IAA scores.
• Compute IAA per error/annotator
• Create confusion matrix.

Assess & Report

Figure 1: Flowchart depicting recommended analysis steps, as described in §4. IAA stands for Inter-Annotator
Agreement, as measured through Cohen’s kappa or Krippendorff’s alpha, for example.

(Ribeiro et al., 2020). Finally, examples to analyze
may also be selected based on quantitative values:
automatic metric scores or ratings in a preceding
general human evaluation. This way, error anal-
ysis can provide explanation for the automatic or
human scores. The most suitable option depends
on your specific use case: While random selection
gives the least biased picture of the model perfor-
mance, selecting specifically hard and/or low-rated
samples may be more efficient. Also note that the
sample selection should always be independent of
any samples you may have previously examined
during system development, since any errors for
those cases are likely to have been resolved already
(although you cannot be sure until you have verified
these cases as well).

Presentation The order of the items should be
randomized (to reduce possible order effects), and
if multiple system variants are considered, the an-
notators must not know which system produced
which output (to minimise annotator bias).

Interface The efficiency of any annotation task
depends on the quality of the interface. With the
right interface, annotators may be able to anno-
tate more data in a shorter time frame. Monarch
(2021, Chapter 11) provides recommendations on
interface design based on principles from the field
of Human-Computer Interaction (HCI). Once you
have a working interface, it is important to test the
interface and obtain feedback from annotators to
see whether it can be made more intuitive or effi-
cient (e.g. by adding keyboard shortcuts to perform
common operations).9

9Note that keyboard operations are generally quicker than
using the mouse (Monarch, 2021).

Annotators and the annotation process The
annotation process can be split into two parts: iden-
tifying the errors (§4.3), and categorising the errors
(§4.4). These can either be carried out sequentially
(first identify, then categorize) or simultaneously
(asking annotators to both identify and categorize
errors at the same time). The choices you make
here also impact annotator requirements, and the
evaluation of the annotation procedure.

Number of annotators Generally speaking, hav-
ing more annotators reduces the prevalence of the
individual bias (Artstein and Poesio, 2005). This
is particularly relevant if we want to detect all the
errors in the output data. Having more annotators
means that we are less likely to overlook individual
instances of errors. Once those errors are identified,
it may make more sense to rely on a smaller set of
well-trained annotators to categorise the different
errors. In the ideal situation, all errors are anno-
tated by (at least) two judges so as to be able to
detect and resolve any disagreements afterwards. If
this is not possible, then you should at least double-
annotate a large enough sample to reliably estimate
inter-annotator agreement.10

Role of the annotators Ideally, the annotators
should be independent of the authors reporting the
error analysis (Neuendorf, 2017), to ensure that the
results are not influenced by any personal biases
about the systems involved, and that the annota-
tions are indeed based on the guidelines themselves
rather than on discussions between the authors. If
this is not feasible, then the authors should at least
ensure that they remain ignorant of the identity of

10See Krippendorff 2011 for a reference table to determine
the sample size for Krippendorff’s α. Similar studies exist for
Cohen’s κ, e.g. Flack et al. 1988; Sim and Wright 2005.
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the system that produced the relevant outputs.

Degree of expertise Depending on the complex-
ity of the annotation guidelines, the error analysis
may require expertise in linguistics (in the case
of a theory-driven error categorisation scheme),
or the relevant application area (with a context-
driven error categorisation scheme). For example,
Mahamood and Reiter (2012) worked with nurses
to identify errors in reports generated for parents
of neonatal infants. Taking into consideration the
costly process of selecting domain expert annota-
tors and the importance of quality control, non-
domain experts might be also considered, ensuring
their qualification through (intensive) training (Art-
stein and Poesio, 2005; Carlson et al., 2001).11

Compensation and treatment of workers If an-
notators are hired, either directly or via a crowd-
sourcing platform such as MTurk, they should be
compensated and treated fairly (Fort et al., 2011).
Silberman et al. (2018) provide useful guidelines
for the treatment of crowd-workers. The authors
note that they should at least be paid the mini-
mum wage, they should be paid promptly, and they
should be treated with respect. This means you
should be ready to answer questions about the an-
notation task, and to streamline the task based on
worker feedback. If you use human participants to
annotate the data, you likely also need to apply for
approval by an Institutional Review Board (IRB).

Training Annotators should receive training to
be able to carry out the error analysis, but the
amount of training depends on the difficulty of
the task (which depends, among other factors, on
the coding units (see §4.3), and the number of error
types to distinguish). They should be provided with
the annotation guidelines (§4.5), and then be asked
to annotate texts where the errors are known (but
not visible). The solutions would ideally be cre-
ated by experts, although in some cases, solutions
created by researchers may be sufficient (Thomson
and Reiter, 2020). It should be decided in advance
what the threshold is to accept annotators for the
reaming work, and, if they fail, whether to provide
additional training or find other candidates. Note
that annotators should also be compensated for tak-
ing part in the training (see previous paragraph).

11At least on the MTurk platform, Requesters can set the
entrance requirements for their tasks such that only Workers
who passed a qualifying test may carry out annotation tasks.

4.3 Identifying the errors
Error identification focuses on discovering all er-
rors in the chosen output samples (as defined in the
introduction). Previously, Popović (2020) asked
error annotators to identify issues with comprehen-
sibility and adequacy in machine-translated text.
Similarly, Freitag et al. (2021) proposed a manual
error annotation task where the annotators identi-
fied and highlighted errors within each segment in
a document, taking into account the document’s
context as well as the severity of the errors.

The major challenge in this annotation step is
how to determine the units of analysis; should an-
notators mark individual tokens, phrases, or con-
stituents as being incorrect, or can they just freely
highlight any sequence of words? In content analy-
sis, this is called unitizing, and having an agreed-
upon unit of analysis makes it easier to process the
annotations and compute inter-annotator agreement
(Krippendorff et al., 2016).12 What is the right unit
may depend on the task at hand, and as such is
beyond the scope of this paper.13

A final question is what to do when there is dis-
agreement between annotators about what counts
as an error or not. When working with multiple an-
notators, it may be possible to use majority voting,
but one might also be inclusive and keep all the
identified errors for further annotation. The error
categorization phase may then include a category
for those instances that are not errors after all.

4.4 Categorizing errors
There are three ways to develop an error categori-
sation system:

1. Top-down approaches use existing theory to
derive different types of errors. For example, Hi-
gashinaka et al. (2015a) develop an error taxonomy
based on Grice’s (1975) Maxims of conversation.
And the top levels of Costa et al.’s (2015) error
taxonomy14 are based on general linguistic theory,
inspired by Dulay et al. (1982).

2. Bottom-up approaches first identify different
12Though note that Krippendorff et al. do provide a metric

to compute inter-annotator agreement for annotators who use
units of different lengths.

13One interesting solution to the problem of unitization is
provided by Pagnoni et al. (2021), who do not identify indi-
vidual errors, but do allow annotators to “check all types that
apply” at the sentence level. The downside of this approach is
that it is not fine-grained enough to be able to count individual
instances of errors, but you do get an overall impression of the
error distribution based on the sentence count for each type.

14Orthography, Lexis, Grammar, Semantic, and Discourse.
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errors in the output, and then try to develop coher-
ent categories of errors based on the different kinds
of attested errors. An example of this is provided
by Higashinaka et al. (2015b), who use a clustering
algorithm to automatically group errors based on
comments from the annotators (verbal descriptions
of the nature of the mistakes that were made). Of
course, you do not have to use a clustering algo-
rithm. You can also manually sort the errors into
different groups (either digitally15 or physically16).

3. Expanding on existing taxonomies: here
we make use of other researchers’ efforts to catego-
rize different kinds of errors, by adding, removing,
or merging different categories. For example, Costa
et al. (2015) describe how different taxonomies of
errors in Machine Translation build on each other.
In NLG, if you are working on data-to-text, then
you could take Thomson and Reiter’s (2020) tax-
onomy as a starting point. Alternatively, Dou et al.
(2021) present a crowd-sourced error annotation
schema called SCARECROW. For image captioning,
there is a more specific taxonomy provided by van
Miltenburg and Elliott (2017). Future work may
also investigate the possibility of merging all of
these taxonomies and relating the categories to the
quality criteria identified by Belz et al. (2020).

The problem of error ambiguity To be able to
categorize different kinds of errors, we often rely
on the edit-distance heuristic. That is: we say that
the text contains particular kinds of errors, because
fixing those errors will give us the desired output.
With this reasoning, we take the mental ‘shortest
path’ towards the closest correct text.17 This at
least gives us a set of ‘perceived errors’ in the text,
that provides a useful starting point for future re-
search. However, during the process of identifying
errors, we may find that there are multiple ‘short-
est paths’ that lead to a correct utterance, resulting
in error ambiguity (see, e.g., Van Miltenburg and
Elliott 2017; Thomson and Reiter 2020, §3.3).

For example, if the output text from a sports sum-
mary system notes that Player A scored 2 points,
while in fact Player A scored 1 point and Player B

15E.g. via a program like Excel, MaxQDA or Atlas.ti, or a
website like https://www.well-sorted.org.

16A good example of this pile sorting method is provided by
Yeh et al. (2014). Blanchard and Banerji (2016) give further
recommendations.

17Note that we don’t know whether the errors we identified
are actually the ones that the system internally made. This
would require further investigation, tracing back the origins of
each different instance of an error.

scored 2 points, should we say that this is a number
error (2 instead of 1) or a person error (Player A in-
stead of B)? This example also shows the fragility
of the distinction between product and process. It is
very tempting to look at what the system did to de-
termine the right category, but it is unclear whether
the ‘true error category’ is always knowable.

There are multiple ways to address the problem
of error ambiguity. For instance, we may award par-
tial credit (1/n error categories), mark both types
of errors as applying in this situation (overgeneralis-
ing, to be on the safe side), or count all ambiguous
cases to separately report on them in the overall fre-
quency table. Another solution, used by Thomson
and Reiter (2020) is to provide the annotators with
a fixed preference order (NAME, NUMBER, WORD,
CONTEXT), so that similar cases are resolved in a
similar fashion.

4.5 Writing annotation guidelines

Once you have determined an error identification
strategy and developed an error categorisation sys-
tem, you should describe these in a clear set of an-
notation guidelines. At the very least, these guide-
lines should contain relevant definitions (of each
error category, and of errors in general), along with
a set of examples, so that annotators can easily rec-
ognize different types of errors. For clarity, you
may wish to add examples of borderline cases with
an explanation of why they should be categorized
in a particular way.

Pilot The development of a categorisation sys-
tem and matching guidelines is an iterative process.
This means that you will need to carry out multiple
pilot studies in order to end up with a reliable set of
guidelines,18 that is easily understood by the anno-
tators, and provides full coverage of the data. Pilot
studies are also important to determine how long
the annotation will take. This is not just practical
to plan your study, but also essential to determine
how much crowd-workers should be paid per task,
so that you are able to guarantee a minimum wage.

4.6 Assessment

Annotators and annotations can be assessed during
or after the error analysis.19

18As determined by an inter-annotator agreement that ex-
ceeds a particular threshold, e.g. Krippendorff’s α ≥ 0.8.

19And in many cases, the annotators will already have been
assessed during the training phase, using the same measures.
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During the error analysis Particularly with
crowd-sourced annotations it is common to in-
clude gold-standard items in the annotation task,
so that it is possible to flag annotators who provide
too many incorrect responses. It is also possible
to carry out an intermediate assessment of inter-
annotator agreement (IAA), described in more de-
tail below. This is particularly relevant for larger
projects, where annotators may diverge over time.

After the error analysis You can compute IAA
scores (e.g., Cohen’s κ or Krippendorff’s α, see:
Cohen 1960; Krippendorff 1970, 2018), to show
the overall reliability of the annotations, the pair-
wise agreement between different annotators, and
the reliability of the annotations for each error type.
You can also produce a confusion matrix; a table
that takes one of the annotators (or the adjudicated
annotations after discussion) as a reference, and
provides counts for how often errors from a partic-
ular category were annotated as belonging to any
of the error categories (Pustejovsky and Stubbs,
2012). This shows all disagreements at a glance.

Any analysis of (dis)agreement or IAA scores
requires there to be overlap between the annotators.
This overlap should be large enough to reliably
identify any issues with either the guidelines or
the annotators. Low agreement between annotators
may be addressed by having an adjudication round,
where the annotators (or an expert judge) resolve
any disagreements; rejecting the work of unreliable
annotators; or revising the task or the annotation
guidelines, followed by another annotation round
(Pustejovsky and Stubbs, 2012).

4.7 Reporting

We recommend that authors should provide a table
reporting the frequency of each error type, along
with the relevant IAA scores. The main text should
at least provide the overall IAA score, while IAA
scores for the separate error categories could also
be provided in the appendix. For completeness, it
is also useful to include a confusion matrix, but
this can also be put in the appendix. The main
text should provide a discussion of both the fre-
quency table, as well as the IAA scores. What
might explain the distribution of errors? What do
the examples from the Other-category look like?
And how should we interpret the IAA score? Partic-
ularly with low IAA scores, it is reasonable to ask
why the scores are so low, and how this could be
improved. Reasons for low IAA scores include: un-

clear annotation guidelines, ambiguity in the data,
and having one or more unreliable annotator(s).
The final annotation guidelines should be provided
as supplementary materials with your final report.
All annotations and output data (e.g. train, vali-
dation, and test outputs, possibly with confidence
scores) should of course also be shared.

5 (Overcoming) barriers to adoption

One reason why authors may feel hesitant about
providing an error analysis is that it takes up sig-
nificantly more space than the inclusion of some
overall performance statistics. The current page
limits in our field may be too tight to include an
error analysis. Relegating error analyses to the ap-
pendix does not feel right, considering the amount
of work that goes into providing such an analysis.
Given the effort that goes into an error analysis,
authors have to make trade-offs in their time spent
doing research. If papers can easily get accepted
without any error analysis, it is understandable that
this additional step is often avoided. How can we
encourage other NLG researchers to provide more
error analyses, or even just examples of errors?

Improving our standards We should adopt re-
porting guidelines that stress the importance of
error analysis in papers reporting NLG experi-
ments. The NLP community is already adopting
such guidelines to improve the reproducibility of
published work (see Dodge et al.’s (2019) repro-
ducibility checklist that authors for EMNLP2020
need to fill in). We should also stress the impor-
tance of error reporting in our reviewing forms;
authors should be rewarded for providing insight-
ful analyses of the outputs of their systems. One
notable example here is COLING 2018, which ex-
plicitly asked about error analyses in their review-
ing form for NLP engineering experiments, and
had a ‘Best Error Analysis’ award.20,21

Making space for error analyses We should
make space for error analyses. The page limit in
*ACL conferences is already expanding to incor-
porate ethics statements, to describe the broader
impact of our research. This suggests that we have
reached the limits of what fits inside standard pa-
pers, and an expansion is warranted. An alternative
is to publish more journal papers, where there is
more space to fit an error analysis, but then we as

20https://coling2018.org/paper-types/
21http://coling2018.org/index.html%3Fp=1558.html
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a community also need to encourage and increase
our appreciation of journal submissions.

Spreading the word Finally, we should inform
others about how to carry out a proper error anal-
ysis. If this is a problem of exposure, then we
should have a conversation about the importance
of error reporting. This paper is an attempt to get
the conversation started.

6 Follow-up work

What should you do after you have carried out an
error analysis? We identify three directions for
follow-up studies.

Errors in inputs An additional step can be
added during the identification of errors which fo-
cuses on observing the system inputs and their rela-
tion to the errors. Errors in the generated text may
occur due to semantically noisy (Dušek et al., 2019)
or incorrect system input (Clinciu et al., 2021);
for instance, input data values might be inaccu-
rate or the input might not be updated due to a
recent change (e.g., new president). To pinpoint
the source of the errors, we encourage authors to
look at their input data jointly with the output, so
that errors in inputs can be identified as such.

Building new evaluation sets Once you have
identified different kinds of errors, you can try to
trace the origin of those errors in your NLG model,
or posit a hypothesis about what kinds of inputs
cause the system to produce faulty output. But how
can you tell whether the problem is really solved?
Or how can you stimulate research in this direc-
tion? One solution, following McCoy et al. (2019),
is to construct a new evaluation set based on the
(suspected) properties of the errors you have iden-
tified. Future research, knowing the scope of the
problem from your error analysis, can then use this
benchmark to measure progress towards a solution.

Scales and types of errors Error types and hu-
man evaluation scales are closely related. For ex-
ample, if there are different kinds of grammatical
errors in a text, we expect human grammaticality
ratings to go down as well. But the relation between
errors and human ratings is not always as transpar-
ent as with grammaticality. Van Miltenburg et al.
(2020) show that different kinds of semantic errors
have a different impact on the perceived overall

quality of image descriptions.22 Future research
should aim to explore the connection between the
two in more detail, so that there is a clearer link be-
tween different kinds of errors and different quality
criteria (Belz et al., 2020).

7 Conclusion

Having found that NLG papers tend to underreport
errors, we have motivated why authors should carry
out error analyses, and provided a guide on how to
carry out such analyses. We hope that this paper
paves the way for more in-depth discussions of
errors in NLG output.
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A Annotation

A.1 Procedure and definitions
We annotated all papers from INLG2010,
ENLG2015, and INLG2020 in two rounds. Round
1 was an informal procedure where we generally
checked whether the papers mentioned any errors
at all (broadly construed, without defining the term
‘error’). Following this, we determined our formal
annotation procedure, based on the example papers:
first check if the paper is amenable. If so, check
if it (a) mentions any errors in the output or (b)
contains an error analysis. We used the following
definitions:

Amenable A paper is amenable to an error anal-
ysis if one of its primary contributions is presenting
an NLG system that produces some form of out-
put text. So, NLG experiments are amenable to an
error analysis, while survey papers are not.

Error Errors are (countable) instances of some-
thing that is wrong about the output.

Error mention An ‘error mention’ is a refer-
ence to such an instance or a class of such instances.

Error analysis Error analyses are defined as
formalised procedures through which annotators
identify and categorise errors in the output.

A.2 Discussion points
The most discussion took place on the topic of
amenability. Are papers that just generate preposi-
tions (Muscat and Belz, 2015) or attributes for re-
ferring expressions (Theune et al., 2010) amenable
to error analysis? And what about different ver-
sions of SimpleNLG? (E.g., Kuanzhuo et al. 2020.)
Although these topics feel different from, say, data-
to-text systems, we believe it should be possible to
carry out an error analysis in these contexts as well.
In the end, amenability for us is just an artificial
construct to address the (potential) criticism that
we cannot just report the amount of error analyses
as a proportion of all *NLG papers. As such, our
definition for amenability is just a quick heuris-
tic. Determining whether a paper really benefits
from an error analysis is a more complex issue, that
depends on many contextual factors.

B Papers containing error analyses

Below is a brief summary of the error analyses that
we found in our annotation study.

1. Barros and Lloret (2015) investigate the use
of different seed features for controlled neural NLG.
They analysed all the outputs of their model, and
categorised them based on existing lists of common
grammatical errors and drafting errors.

2. Akermi et al. (2020) explore the use of pre-
trained transformers for question-answering. They
conducted a human evaluation study, asking 20
native speakers to indicate the presence of errors in
the outputs of a French and English system. These
errors were categorised as: extra words, grammar,
missing words, wrong preposition, word order.

3. Beauchemin et al. (2020) aim to generate ex-
planations of plumitifs (dockets), based on the text
of the dockets themselves. Following the identifi-
cation of different errors (defined by the authors
as “the lack of realizing a specific part (accused,
plaintiff or list of charges paragraphs), instead of
evaluating the textual generation,” they trace the
source of the error back to either an earlier informa-
tion extraction step, or to the generation procedure.

4. Kato et al. (2020) present a BERT-based ap-
proach to simplify Japanese sentence-ending predi-
cates. They took a bottom-up approach to classify
the 140 cases where their model could not gener-
ate any acceptable cases. The authors then relate
the error types to different stages of the generation
process, and to the general architecture of their
system.

5. Obeid and Hoque (2020) present a neural
NLG model for automatically providing natural
language descriptions of information visualisations
(i.e., charts). They manually assessed 50 output
examples, and highlighted the different errors in
the text. The authors find that, despite their efforts
to prevent it, their model still suffers from halluci-
nation. They identify two kinds of hallucination:
either the model associates an existing value with
the wrong data point, or it simply predicts an irrel-
evant token.

A notable exception is the paper by Thomson
and Reiter (2020), who carry out an error analysis
of existing output data from three different systems.
This paper was not considered amenable, because
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it does not present an NLG system of its own, and
thus it was not included in our counts. But even
if we were to count this paper among the error
analyses, the trend remains the same: very few
papers discuss errors in NLG output.
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Abstract

In this work, we present a method for con-
tent selection and document planning for
automated news and report generation from
structured statistical data such as that of-
fered by the European Union’s statistical
agency, Eurostat. The method is driven by
the data and is highly topic-independent
within the statistical dataset domain. As
our approach is not based on machine learn-
ing, it is suitable for introducing news au-
tomation to the wide variety of domains
where no training data is available. As such,
it is suitable as a low-cost (in terms of im-
plementation effort) baseline for document
structuring prior to introduction of domain-
specific knowledge.

1 Introduction

Automated generation of news texts from struc-
tured data – often referred to as ‘automated jour-
nalism’ (Graefe, 2016; Dörr, 2015; Caswell and
Dörr, 2018) or ‘news automation’ (Linden, 2017;
Sirén-Heikel et al., 2019; Dierickx, 2019) – is of
great interest to various news producers. It is seen
as a way of ‘providing efficiency, increasing output
and aiding in reallocating resources to pursue qual-
ity journalism’ (Sirén-Heikel et al., 2019, p. 47).
While data-to-text NLG systems are still far from
common especially among the smaller, regional
news industry players, at least among the larger
newsrooms the use of NLG approaches has clearly
been established (Fanta, 2017).

While secrecy in the industry makes it difficult
to establish the commercial reality as an outsider,
the limited available evidence indicates that com-
mercial automated journalism is mostly done using
rule-based methods despite a surge of academic in-
terest in increasingly complex neural methods for
NLG (e.g. Puduppully et al., 2019; Ferreira et al.,

2019): Interviews of news automation users indi-
cate that the employed methods are mostly based
on templates (Sirén-Heikel et al., 2019), as are the
few open source code repositories of real-world
news automation systems (Yleisradio, 2018). In-
deed, some NLG industry experts believe that es-
pecially end-to-end neural models do not match
customer needs at this time (Reiter, 2019).

Contributing factors include a lack of control
(Reiter, 2019); issues with hallucination of non-
grounded output (Nie et al., 2019; Dušek et al.,
2019; Reiter, 2018); the difficulty in surgically
correcting any issues identified in trained neural
models beyond additional training; as well as the
difficulty of establishing what the ‘worst case’ per-
formance of a neural model is.

In addition, we believe that that while neural
NLG methods are theoretically highly transferable,
the practical transferability of neural NLG solu-
tions to many news domains is limited by a lack
of training data. While newsrooms have extensive
archives of news text, these are rarely associated
with the matching data that is the ‘input’ for each
piece of news text (E.g., MacKová and Sido, 2020,
pp. 43–44, Kanerva et al., 2019, p. 247). At the
same time, the non-trainable methods for NLG,
too, suffer from difficulties in transferability and
reusability (Linden, 2017).

In this work, we investigate document planning
(selecting what content and in what order should
appear in the document) for structured, statistical
data-to-text NLG in the context of automated jour-
nalism targeting human journalists. We are not in
search of a perfect method, but rather something
that is relatively easy to implement as a subdomain-
independent baseline and which can then be en-
hanced with domain-specific processing later-on.
Such a method would make it easier to introduce
automated journalism solutions to completely new
subdomains within the larger statistical data do-
main.
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2 Structuring Hard News

When queried for insight into news structure, jour-
nalists and academics often recite the concept of
the “(inverted) news pyramid”, where the news
article is structured so that the order in which infor-
mation appears in the text reflects the journalist’s
belief about the importance of the piece of infor-
mation (Thomson et al., 2008). While the precise
origin of the structure is not clear (Pöttker, 2003),
it has become so prototypical that it is held self-
evident in the journalistic trade literature: “Every
journalist knows how to write a traditional news
text: start with the most important thing and con-
tinue until you have either said everything relevant
or the space reserved for the story runs out” (Su-
lopuisto, 2018, translated from Finnish).

A more rigorous analysis of the structures em-
ployed in ‘hard’ news is presented by White (1997),
who argues that hard news articles have an ‘orbital’
structure consisting of a nucleus which represents
the main point of the article and satellites that give
context and additional information about the nu-
cleus. White (1997) assigns the role of the nucleus
to the combination of the headline and the lead
paragraph of the article, and describes the subse-
quent paragraphs as the satellites. White (1997)
identifies five possible relations between a satel-
lite and the nucleus: elaboration, cause-and-effect,
justification, contextualization and apprisal. Thom-
son et al. (2008), in turn, identify that the satel-
lites can elaborate, reiterate, describe causes or
consequences, contextualize or provide additional
assessment. An important observation is that – as
indicated by ‘orbital’ – these satellites are relatively
freely reorderable without affecting readability or
meaning. Together, these two observations indicate
that a good document plan for hard news (1) prior-
izes more newsworthy items and (2) contains some
overarching theme (exemplified by the nucleus) so
that the text as a whole is coherent, i.e. the satellites
are in some way related to the nucleus.

The relations identified by White (1997) and
Thomson et al. (2008) are highly similar to those
identified in the more general Rhetorical Structure
Theory (RST) (Mann and Thompson, 1988), which
uses similar nucleus-satellite terminology. How-
ever, whereas White (1997) and Thomson et al.
(2008) analyze news text on the level of paragraphs,
RST can be applied on a more fine-grained level
to much shorter text spans. As RST shows that
similar relations can be applied on a sub-paragraph

level, we hypothesize that a reasonably approxi-
mation of a news article might be constructed by
applying White’s (1997) orbital theory also within
paragraphs, by considering the first sentence of the
paragraph a nucleus, and the others as satellites.

Importantly, we interpret the orbital theory of
news structuring to suggest that – as the satellites
are freely orderable – the actual type of relation is
not as important for document planning as knowing
that some relation exists between the satellite and
the nucleus. We hypothesize that while identifying
whether a specific (RST) relation exists between
two arbitrary pieces of information requires domain
knowledge, an approximation of whether two arbi-
trary pieces of information are related in some way
could be obtained by inspecting their similarity in
a domain-independent fashion.

That is, we expect that a piece of information
regarding the US health care funding in 2020 is
more likely to be related in some way to a piece of
information discussing the US health care funding
in 2020 than to another piece of information dis-
cussing the health care funding in Sweden in 1978.
If a heuristic or similarity measure identifying such
relations could be identified, it could be used to-
gether with some estimate of newsworthiness to
construct paragraph and document plans that seek
to maximize both the key aspects identified above:
newsworthiness and the relatedness of the content.

As noted in the introduction, there is a distinction
between the theoretical and the practical transfer-
ability of neural processing methods. We believe
that a good baseline document planning and con-
tent selection approach should avoid the need for
training data present in the many of recently pro-
posed document planning and content selection ap-
proaches. This rules out as unsuitable most recent
work that are based on learning from an aligned
corpus of data and human-written texts, such as
Angeli et al. (2010), Konstas and Lapata (2013),
Wiseman et al. (2017), Zhang et al. (2017), Li and
Wan (2018), Dou et al. (2018) and Puduppully et al.
(2019).

Outside of these trainable approaches, to our
knowledge, most other document planning ap-
proaches are based on ‘hand-engineered’ (Kon-
stas and Lapata, 2013), domain-specific methods.
A highly relevant survey of various document
planning methods is presented by Gkatzia (2016).
While these previous works are – to at least some
degree – domain-specific, they establish concepts

ICT-29-2018 D5.7: Final evaluation report on multilingual text generation technology

44 of 63



and ideas that are highly relevant for our goal. Both
Hallett et al. (2006) and Gatt et al. (2009) describe
a core set of information, called ‘summary spine’
or ‘key events’, that they hold as more important
than the rest of the available information. They, as
well as Banaee et al. (2013), also employ a numeric
estimate of importance. Demir et al. (2010) iden-
tify that content already selected for inclusion in
the document plan affects how well suited so-far
unselected content is for inclusion. Sripada et al.
(2003) identify Gricean maxims (Grice, 1975) as
providing requirements for document planning and
content selection.

3 Context

Our work on document planning is done in the
context of a series of data-to-text NLG applications
producing short highlights of structured statistical
data. Importantly, the applications are intended to
be deployed in contexts where they must be able
to produce texts highlighting between 10 and 30
data points from datasets measured in 100.000s of
data points. The resulting texts are intended to both
alert journalists to potential news and to provide
them with a starting place from which to write the
final news text.

Our system, adapted from Leppänen et al.
(2017a), is based on a pipeline of components with
dedicated responsibilities similar to those described
by Reiter and Dale (2000) and Reiter (2007). For
this work, the relevant part of the architecture is the
Document Planner component. This component re-
ceives as input two sets of message data structures,
an example of which is shown in Table 1.1 The
messages are extracted automatically from tables
of statistical data obtained from Eurostat.

The core set contains messages that are known to
be highly relevant to the generation task. Unlike the
“summary spine’ of Hallett et al. (2006), the set is
unlinked and unordered, and not all members of the
set are guaranteed to be included in the document
plan. The expanded set, contains messages that can
be, but are not guaranteed to be, relevant for the
document. Expressed using the terminology from
Section 2, we assume that only messages in the
core set can be nuclei, while messages from either
set can be satellites.

These core and expanded sets are determined
automatically from user input. When requesting

1The concrete implementation details are somewhat more
complex. We omit details irrelevant for this work.

a new text, the user of the system must define a
dataset the text is to be generated from, for example
the consumer price data available from Eurostat.
This dataset is then divided into the core set and
the expanded set by the user when they select what
country the generated text should focus on. For
example, if the user were to select that the text
should discuss French consumer prices, the core
set would contain all data from the consumer price
dataset that pertains directly to France, while the
rest of the consumer price dataset (including data
pertaining to the UK, Finland, Croatia, etc.) would
be set as the expanded set.

We estimate each message’s ‘newsworthiness’
using the Interquartile Range based method de-
scribed by Leppänen et al. (2017b) with the values
scaled to have mean 0 and standard deviation 1
for the purposes of this computation. The result-
ing value is conceptually similar to ‘importance’
of Gatt et al. (2009) and ‘risk’ of Banaee et al.
(2013). The IQR based method compares each data
point in turn to a larger distribution, giving it higher
scores the further it is from the area between the
first and the third quartile of the larger distribution.
Values between the quartiles are given a minimal,
uniform, score that is dependent on the shape of the
distribution. In other words, higher IQR values in-
dicate that the value is more of an outlier compared
to the rest of related data in the dataset. As such, it
captures a degree of ‘unexpectedness’, which is an
important aspect of newsworthiness (Galtung and
Ruge, 1965).

We do not use the domain-specific parts of the
method described by Leppänen et al. (2017b). That
is, we make no value judgement of whether mes-
sages pertaining to French consumer prices are
more newsworthy than messages pertaining to
Croatian consumer prices, nor do we make judge-
ments of whether changes in the price of educa-
tion are more or less newsworthy than changes in
the price of alcohol and tobacco. However, we
do weight the scores so that messages with the
timestamp field being closer to present receive
higher weights, as recency is an important aspect
of newsworthiness. While we have described our
method for computing the newsworthiness
value in some detail, we emphasize that for
the rest of this article we only assume that the
newsworthiness values are non-negative and
that higher values indicate higher newsworthiness.

More crucially for the method described be-
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low, we specify that the value type fields
(which describe how the messages’ values
are to be interpreted) contain members of
a hierarchical taxonomy of data types rep-
resented as colon-separated hierarchies of la-
bels. For example, the value type field value
health:cost:hc2:mio eur would indicate
that the number in the value field is the amount
of money (cost), measured in millions of eu-
ros (mio eur), spent by some nation (as de-
fined by the location and location type
fields) on rehabilitative care (hc2) in some
time period (as defined by the timestamp and
timestamp type fields) and that this is part of
the larger health care topic (health). In our case,
these labels are automatically established from the
headers of the input data tables.

The goal of document structuring is to produce
a three-level tree-structure with ordered children.
The root node corresponds to the document as a
whole and the mid-level structures correspond to
paragraphs. The leaves are the messages selected
for inclusion in the document. While the messages
have not yet, at this stage, been associated with any
linguistic structures, they can be conceptualized as
being phrases or very short sentences. We are thus
concurrently determining both the content and the
structure the document.

We emphasize that our applications are em-
ployed in domains where they must be able to
select some 10-30 messages from a pool of po-
tential messages numbering in 100,000s. Given
infinite computational resources, it would be pref-
erential to construct all possible document plans
and then score them in some fashion. This, how-
ever, is infeasible given the size of the search space.
Previously, other authors have employed, for exam-
ple, stochastic searches with significantly smaller
search spaces (Mellish et al., 1998). Indeed, some
kind of a beam search approach could be very use-
ful in smartly searching a subset of the search space.
However, we have thus far been unable to identify a
document-level metric that adequately balances the
‘total amount of newsworthiness’ in a text with the
length of the text, a requirement for beam search.

4 Research Objective

Based on the above considerations, our main goal is
to identify a widely applicable method for content
selection and document planning that matches the
following requirements:

REQ1: The method needs to be highly performant

REQ2: The method should not be dependent on
domain knowledge

REQ3: The document should have a theme

REQ4: The document should have multiple para-
graphs but not be excessively long

REQ5: The paragraphs should have distinct
themes related to the document theme

REQ6: The paragraph themes should be newswor-
thy in their own right

REQ7: The paragraphs should not be excessively
long or short

REQ8: All messages should relate to the para-
graph theme

REQ9: All messages should be newsworthy

REQ10: Within each paragraph, the messages
should be presented in an order that pro-
duces a coherent narrative

Again, we emphasize that our goal is not to iden-
tify a method that is optimal for any specific sce-
nario, but rather to determine a baseline method
that is adequate for a broad spectrum of applica-
tions and sub-domains.

5 A Baseline Approach to Document
Planning

Optimally, we would wish to produce some sort
of a globally optimal document plan. However,
as discussed above, this would entail significant
computational costs and require a scoring function
applicable to the document as a whole. As such, we
propose a method for producing document plans
in a greedy, linear, and iterative fashion. At ev-
ery stage, decisions are made considering only a
limited local context, thus avoiding the need for
a method of determining the global quality of the
document plan, thus fulfilling REQ1 (‘The method
needs to be highly performant’).

The document’s overall theme, in our use case,
is selected by the user who initiates the generation
task. In initiating the task, the users selects both a
dataset and a focus location. The generation pro-
cess then derives the core messages and expanded
messages sets (the inputs to the Document Planner,
see Section 3) so that both sets discuss the dataset
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Field Description Example value
where What location the fact relates to Finland
where type What the type of the location is country
timestamp The time (or time range) the fact relates to 2020M05
timestamp type The type of the timestamp month
value A (usually) numeric value 0.01
value type Interpretation of value cphi:hicp2015:cp-hi02:rt01
newsworthiness An estimate of how newsworthy the message is 1

Table 1: An example of a message. The hypothetical message states that in the fifth month of 2020, in
Finland, the consumer price index, using the year 2015 as the start of the index, of alcoholic beverages
and tobacco changed by 0.01 points with respect to the value of the index during the previous month.

indicated by the user (i.e. messages from other
datasets are not generated) and that the core set con-
tains messages pertaining to the user’s indicated
focus location, while messages pertaining to all
other locations are in the expanded set. This fulfills
REQ3 (‘The document should have a theme’). This
step is also independent of the specific subdomain,
thus fulfilling REQ2 (‘The method should not be
dependent on domain knowledge’). This step thus
fulfills all the relevant requirements. Next, we’ll
describe how both the first and subsequent para-
graphs can be planned in a way consistent with the
requirements defined above.

5.1 Planning the First Paragraph

At the start of the document planning process, we
select the most newsworthy message from the core
messages set to act as the nucleus (n1) of the first
paragraph (p1). This nucleus establishes the theme
of the first paragraph as follows: We inspect the
value type field of this first nucleus n1, and
retrieve a prefix Prefix(n1). The prefix is the
least amount of colon-separated labels wherein the
total amount of prefixes in the core set is greater
than the minimal amount of paragraphs a docu-
ment can have, in our case two. In our case, as a
consequence of our label hierarchy, this is always
the first three colon-separated units. For the mes-
sage shown in Table 1, the prefix would thus be
cphi:hicp2015:cp-hi02, meaning that the
first paragraph’s theme would be the prices of al-
coholic beverages and tobacco. This fulfills REQ5,
‘the paragraphs should have distinct themes related
to the document theme’ for the first paragraph.

Next, the first paragraph is completed with satel-
lites from the union of the core messages and the
expanded messages sets. These satellites are ini-
tially filtered so that only messages that have the

same prefix as the nucleus ni are considered in
paragraph pi to fulfill REQ8 (‘All messages should
relate to the paragraph theme’). The satellites are
then selected in a linear, greedy, and iterative man-
ner to fulfill REQ1.

For selecting the k’th satellite to a partially con-
structed paragraph already containing k − 1 satel-
lites and one nucleus, we consider both the news-
worthiness of the available messages (REQ9), as
well as how well they would fit the already con-
structed segment (REQ8). Observing only the
newsworthiness would produce a highly incoherent
narrative, whereas focusing only on the narrative
risks leaving out highly important information.

Following the reasoning in Section 2, we as-
sume that two subsequent messages are more likely
to form a good narrative if they are similar. As
such, we need a method for weighing the message’s
newsworthiness by the similarity of the message
to the last message of the under-construction para-
graph, thus balancing the requirements of REQ8
and REQ9. In terms of the message objects de-
scribed in Table 1, it seems to us that the intu-
itive aspects of similarity are related to the de-
gree of similarity within the ‘meta’ fields such as
timestamp, location and value type.

For the timestamp and location fields, we
can state that two messages that have identical val-
ues in the fields are more similar that two messages
that are otherwise the same but have distinct values
for said fields. We call this the contextual similarity
of the messages, and the fields the contextual fields
(Fc), as these fields provide us access to the larger
context in which the value and value type
fields can be interpreted. Contextual similarity cap-
tures the notion that it is likely better to follow a
fact about French healthcare spending in 2020 with
another piece of information about France in 2020,
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rather than about Austria in 1990.
In more precise terms, we propose the following

weighing scheme for contextual similarity: The
similarity simc(A,B) of two messaged A and B
is the product of weights wf > 1 for each field f
among the contextual fields Fc, where both A and
B have the same value for the field:

simc(A,B) =
∏

{f∈Fc|A.f=B.f}
wf (1)

This value strictly increases as more fields are
shared between A and B. We explicitly define
the similarity to be zero if there are no fields f
where A and B share a value. If wf is a uniform
value for all fields f , this scheme is completely
domain-agnostic. Setting different weights wf for
each field f ∈ Fc allows for encoding some do-
main knowledge about which fields are the most
important for the text, thus providing a method
for producing more tailored texts at the cost of
slightly violating REQ2. In our case study, we set
wtimestamp = 1.1 and wlocation = 1.5.

The above consideration of similarity still ig-
nores valuable information available from the
value type field, which describes how the
value in the value field is to be interpreted.
Denoting health:cost:hc2:mio eur (the
cost of rehabilitative care in millions of eu-
ros) by T1, consider its similarity to T2 =
health:cost:hc2:eur hab, the cost of re-
habilitative care as euros per inhabitant, and T3

= health:cost:hc41:mio eur, the cost of
health care related imaging services in millions of
euros. Intuitively, T1 and T2 are thematically closer
than T1 and T3. We model this similarity between
two facts A and B simply as

simt(A,B) =
1

s(A,B)
(2)

where s(A,B) is the length – in colon-separated
units – of the unshared suffix between A and
B’s value type fields. That is, s(T1, T2) = 1
whereas s(T1, T3) = 2. We specify that simt(·, ·)
is zero for all pairs without any shared prefix.

Our formulation of simt(·, ·) was influenced
by the observation that in our context the mes-
sages’ value type values have a constant num-
ber of colon-separated segments. In cases where
the lengths of the value type values differ, an
alternative formulation of

sim ′t(A,B) =
2p(A,B)

`(A) + `(B)
(3)

where `(·) provides the length of the value type
value, and p(·, ·) is the length of shared prefix be-
tween A and B, both measured as colon-separated
units, might be preferable if also more complex.

When considering whether the k’th satellite ski
of paragraph pi should be a specific candidate
c ∈ C, where C is all so far unused messages,
we can combine the similarity metrics with the
newsworthiness of c into a general fitness value as
follows:

fit(c, x) = c.newsworthiness

× simc(c, x)

× simt(c, x)

× set penalty(c)

The set penalty(c) factor depends on whether
the message originates from the core messages set,
or the extended messages set. For messages origi-
nating from the core message set, the penalty is 1.
For messages originating from the extended mes-
sages set, the penalty is 1

dist+1 , where dist is the
distance from the previous core message.

The final score describing how good of an ad-
dition c would be as the kth satellite of the ith
paragraph ski is then obtained by taking the average
of fitnesses of c in relation to both the nucleus ni

and the previous satellite sk−1i by computing:

score(c, ni, s
k−1
i ) =

fit(c, ni) + fit(c, sk−1i )

2

This maximizes the newsworthiness of the para-
graph’s contents (fulfilling REQ9, ‘all messages
should be newsworthy’), while also enforcing re-
latedness to the theme of the paragraph (fulfilling
REQ8, ‘all messages should relate to the paragraph
theme’) by measuring against the nucleus and with
the inclusion of the set penalty. By continuously
measuring against the previously selected satellite,
the procedure also allows for interludes to e.g. dis-
cuss highly newsworthy information related to but
not strictly about the paragraph’s main topic, or
‘thematic drift’. It thus fulfills REQ10 (‘Within
each paragraph, the messages should be presented
in an order that produces a coherent narrative’)
while also paying attention to the pyramid model
of news (See Section 2).

Using score, the highest scoring candidate
ctop = argmaxc∈C score(c, ni, s

k−1
i ) is then

compared to both an absolute threshold tabs and
the newsworthiness of the nucleus ni multiplied
by relative threshold value trel . Provided that the
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maximal paragraph length has not been reached,
the top candidate message ctop is appended to the
paragraph pi as the k’th satellite ski in the document
plan provided that either score(ctop , ni, s

k−1
i ) ≥

tabs or score(ctop , ni, s
k−1
i ) ≥ trel ×

ni.newsworthiness .
These thresholds ensure that the paragraph does

not stray into minutiae, whether considered in ab-
solute terms or in relation to the nucleus of the
paragraph. In cases where the minimum paragraph
length has not been reached, the thresholds are ig-
nored and the top candidate is always appended.
This accounts for REQ7 (‘The paragraphs should
not be excessively long or short’).

The above considerations take into account sev-
eral free parameters, namely the maximal and min-
imal paragraph lengths as well as the threshold
values trel and tabs . In our case study, we selected
the minimal and maximal paragraph lengths as 2
and 5 messages empirically by trialing out various
values and observing the resulting texts. These
should, naturally, be based on the genre of text
and the target audience. For the threshold values
we selected 0.2 and 0.5, respectively, using the
same method as with the paragraph lengths above.
Both the thresholds and the minimal and maximal
paragraph lengths should be viewed as (manually)
tuneable hyperparameters.

5.2 Planning Subsequent Paragraphs
We then proceed to generate further paragraphs in
a manner highly similar to that used when planning
the first paragraph. The only distinction is that,
when selecting the nucleus ni for a subsequent
paragraph pi, we obtain the message from the core
messages set with a highest newsworthiness value
that has a prefix (theme) not yet discussed among
the previously planned paragraphs p1 - pi−1:

ni = argmax
c∈C

c.newsworthiness (4)

where

C =
{
c ∈ CoreMessages|Prefix(c) 6∈

{Prefix(nk)|k ∈ [1..i− 1]}
} (5)

This ensures that the different paragraphs are highly
newsworthy, thus fulfilling REQ6, while also ful-
filling REQ5 for having distinct themes for the
different paragraphs.

As when constructing the subsequent paragraphs,
the total length of the document also needs to

be considered. To fulfill REQ4 (‘The document
should have multiple paragraphs but not be exces-
sively long’), we employ a variation of the method
described in the previous section for ending indi-
vidual paragraphs. A maximal length (in our case,
3 paragraphs) ensures that the document is not al-
lowed to grow beyond reason, whereas a minimal
length (for us, 2 paragraphs) ensures that the docu-
ment is not unreasonably short. After the minimal
length has been reached (but not yet the maximal
length), a new paragraph is only started if the nu-
cleus of the potential paragraph has a newsworthi-
ness value that is at least 30 % of the newswor-
thiness value of the first nucleus of the document.
This, as with the satellites, ensures that the the
document does not stray into minutiae, balancing
REQs 4 and 6. the maximal and minimal lengths,
as well as the 30 % threshold, were determined
by manual fine-tuning and should be viewed as
tuneable hyperparameters.

6 Evaluation

The method described above was implemented in a
larger NLG application producing news alerts for
journalists from datasets provided by Eurostat. A
variation of the same application was also devel-
oped with a simplified document planner. In this
simplified planner, the planner always selects the
maximally newsworthy available message as the
message without any early stopping threshold. Nu-
clei are selected from the core messages set, while
satellites can be from either set. Contrasting our
proposed method with this simplified method en-
ables us to evaluate the importance of narrative
coherence in the generated texts. The larger ap-
plication is multilingual, but the evaluation was
conducted using English language texts.

Three experts were recruited from the Finnish
News Agency STT, a national European news
agency, to evaluate documents on the consumer
price indices in five different European nations.
For all nations, the judges were shown variants
produced by both our proposed method and the
simplified method. One of the selected countries
is the country the news agency is based in, with
the assumption that the judges would have high
amounts of world knowledge they would be able to
use in evaluating these texts. Another variant pair
describes a country that is both relatively small and
geographically remote (but still within EU), with
the assumption that the journalists are unlikely to
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Consumer Prices in Estonia

In June 2020, in Estonia, the monthly growth rate
of the harmonized consumer price index for the
category ’education’ was 30.8 points. It was 30.7
percentage points more than the EU average. In
July 2020, it was 0.4 percentage points less than
the EU average. It was -0.4 points. In May 2020,
the yearly growth rate of the harmonized consumer
price index for the category ’education’ was -20.5
points. It was 21.9 percentage points less than the
EU average.

In August 2020, the monthly growth rate of the
harmonized consumer price index for the category
’housing, water, electricity, gas and other fuels’ was
2.5 points. It was 2.3 percentage points more than
the EU average. In North Macedonia, it was 3 per-
centage points more than the EU average. It was 3.2
points. Estonia had the 3rd highest monthly growth
rate of the harmonized consumer price index for the
category ’housing, water, electricity, gas and other
fuels’ across the observed countries. In Sweden, the
monthly growth rate of the harmonized consumer
price index for the category ’housing, water, elec-
tricity, gas and other fuels’ was 3.1 points.

Figure 1: Example output regarding Eurostat statis-
tics on consumer prices. The text contains 12
messages, selected from among 207,210 messages
available during generation.

have much world knowledge about this country’s
consumer prices. The three other countries were
selected from among those bordering the first coun-
try, with the assumption that the journalists would
have some, but not much, world knowledge relat-
ing to these countries. The final output texts were
not inspected prior to selecting the countries.

All of the texts used in the evaluation were gen-
erated from a copy of the same underlying Eurostat
dataset, entitled ‘Harmonised index of consumer
prices - monthly data [ei cphi m]’2 downloaded
in September 2020. It contains country-level data
regarding the harmonized consumer prices indices,
and their change over time, for various EU nations
starting from January 1996. We preprocess the data
by adding monthly rankings (i.e. determine what
country had the greatest, the second greatest, etc.
value for a specific index category during any spe-
cific month) and comparisons to the EU average
values.

As the evaluation was focused on document plan-
ning and content selection, the larger system was
simplified in some respects, e.g., to not conduct

2Available for download and browsing from
http://appsso.eurostat.ec.europa.eu/
nui/show.do?dataset=ei_cphi_m

complex aggregation. This was done to minimize
the effect of later stages of the generation process
on the evaluation. As a result, the language in the
evaluated documents was relatively stilted, as ex-
emplified by Figure 1. The only manual alteration
was the addition of headings to indicate the texts’
intended themes.

The judges did not receive any direct compensa-
tion but their employer, the news agency, is a mem-
ber of the EU-wide EMBEDDIA research project
within which parts of this work was conducted.
The evaluations were conducted online. The judges
were first provided with some basic information on
the type of documents they were to read (i.e. that
the texts are intended to be news alerts for journal-
ists, rather than publication ready news texts), the
length of the task, etc. All instructions were in the
judges’ native language, in this case Finnish. The
judges were not told which texts were produced by
which variants nor how many variants were being
tested. Following this, the judges were shown the
documents one by one. For each document, the
judges were asked to indicate their agreement with
the following statements (translated from Finnish):

Q1: The text matches the heading

Q2: The text is coherent

Q3: The text lacks some pertinent information

Q4: The text contains unnecessary information

Q5: The text has a suitable length

For Q1–Q4, the judges indicated their agreement
on a 7-point Likert scale ranging from 1 (‘com-
pletely disagree’) to 7 (‘completely agree’). For
Q5, the answers were provided on 5-point scale
ranging from 1 (‘clearly too short’) to 3 (‘length is
suitable’) to 5 (‘clearly too long’). In addition, the
judges were able to provide textual feedback for
each individual text, as well as for the evaluation
task as a whole. The judges’ answers to Q1 – Q5,
are aggregated in Table 2.

The results indicate that the proposed method
statistically significantly increases the document’s
coherence (Q2, mean 4.33 vs. 1.60, median 5 vs 2),
the matching of the document’s content to the doc-
ument’s theme (Q1, mean 4.40 vs. 1.80, median
5 vs 2), and produces documents of more suitable
length (Q5, mean 2.93 vs. 4.07, median 3 vs 4, with
3 being best). The proposed method also seems
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Our method Baseline

Statement Median Mean SD. Median Mean SD. pMWU

Q1 (1–7, ↑) 5 4.40 1.64 2 1.80 0.41 < 0.001*
Q2 (1–7, ↑) 5 4.33 1.76 2 1.60 0.51 < 0.001*
Q3 (1–7, ↓) 4 4.47 1.81 6 5.80 1.42 0.049
Q4 (1–7, ↓) 5 5.13 1.55 6 6.33 0.62 0.024
Q5 (1–5, 3 best) 3 2.93 0.59 4 4.07 0.70 < 0.001*

Table 2: Results obtained during the evaluation. Parentheses indicate answer ranges and whether the
higher (↑), lower (↓) or middle values are to be interpreted as the best. The pMWU column contains the
(uncorrected) p-value of a two-sided Mann-Whitney U test. An asterisk indicates the p-value is statistically
significant also after applying a Bonferroni correction to account for multiple tests.

to result in less unnecessary information being in-
cluded in the document (Q4, mean 5.13 vs 6.33,
median 5 vs 6), and in the text missing less neces-
sary information (Q3, mean 4.47 vs 5.80, median 4
vs 6), but these effects are not statistically signifi-
cant after correcting for multiple comparisons with
the Bonferroni correction. We hypothesize this dif-
ference would become significant in a larger-scale
evaluation.

The free-form textual feedback provided by the
judges, as expected, indicates that the texts could
be further improved. For example, in the case of
the text shown in Figure 1, the judges called for
a sentence explicitly noting that North Macedonia
had the highest monthly growth rate. In addition,
they noted it might be better to produce distinct,
even shorter, texts as ‘news alerts’ while reserving
the evaluated texts for use as a starting point when
the journalist starts writing.

7 Conclusions

In this work, we have identified a need for, and
proposed, a widely applicable baseline document
planning method for generating journalistic texts
from statistical datasets. Our method is based on
observations on the similarities between the orbital
theory of news structure (White, 1997) and Rhetor-
ical Structure Theory (Mann and Thompson, 1988).
While our proposed method is likely to fall short
of the performance of subdomain-specific planning
methods, results indicate that it achieves adequate
performance while fulfilling a set of requirements
identified based on the larger application domain
of news generation.
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Abstract
We tackle the problem of neural headline generation in a low-resource setting, where only limited amount of data is available to train a
model. We compare the ideal high-resource scenario on English with results obtained on a smaller subset of the same data and also run
experiments on two small news corpora covering low-resource languages, Croatian and Estonian. Two options for headline generation
in a multilingual low-resource scenario are investigated: a pretrained multilingual encoder-decoder model and a combination of two
pretrained language models, one used as an encoder and the other as a decoder, connected with a cross-attention layer that needs to be
trained from scratch. The results show that the first approach outperforms the second one by a large margin. We explore several data
augmentation and pretraining strategies in order to improve the performance of both models and show that while we can drastically
improve the second approach using these strategies, they have little to no effect on the performance of the pretrained encoder-decoder
model. Finally, we propose two new measures for evaluating the performance of the models besides the classic ROUGE scores.

Keywords: Natural language generation, Headline generation, Low resource languages

1. Introduction
Neural approaches for natural language generation
(NLG) have mushroomed during past few years. The
most common idea is to employ approaches that have
shown good performance in machine translation (or an-
other sequence-to-sequence task) and treat the gener-
ation task as a translation task between an input text
and the generated output text (Wen et al., 2015; Cho et
al., 2014). The most popular text generation is auto-
matic summarization, and recent years have seen huge
advances in automatic generation of high-quality sum-
maries. The newest approaches, such as BART (Lewis
et al., 2020), employ an encoder-decoder transformer
architecture (Vaswani et al., 2017), which “translates”
the input text into an output summary.
Due to large textual resources required by these NLG
systems, research on this topic mostly focused on high-
resource languages such as English, since the lack
of data makes the training of these approaches from
scratch infeasible in some low-resource domains and
languages (Gkatzia, 2016). While recently some mul-
tilingual models which also cover low-resourced lan-
guages (Liu et al., 2020) have been proposed, most
low-resource languages still lack efficient monolingual
language generation systems. Therefore, to gener-
ate texts for these languages with a neural architec-
ture but without large datasets and substantial computa-
tional resources—required for extensive pretraining of
encoder-decoder models—we are left with two options:

Using a multilingual NLG system that supports the
low-resource language in which we wish to generate
text. The options are limited here, with the multilingual
generation models ProphetNet-Multi (Qi et al., 2021b)
and mBART-50 (Tang et al., 2020) currently being the
models supporting the most languages (52 and 50 re-

spectively, including some low-resource ones). The
possible downside of using this approach is the so-
called curse of multilinguality (Conneau et al., 2020),
i.e., a trade-off between the number of languages the
model supports and the overall decrease in performance
on monolingual and cross-lingual benchmarks.

Training a multilingual encoder-decoder NLG sys-
tem from scratch, with the downside being that the
performance of the model will be most likely directly
correlated to the amount of available training data. One
possible solution to partially circumvent this problem
is to employ an approach proposed by Rothe et al.
(2020), which relies on the usage of two pretrained
transformers, combined into an encoder-decoder NLG
architecture. In this case, only the cross-attention layer
needs to be trained from scratch, and since the com-
bined model can leverage the knowledge gained during
the language model pretraining, it requires less train-
ing data for optimal performance, at least in theory. An
upside of this approach is that these multilingual pre-
trained transformer-based language models (Vaswani
et al., 2017) have been recently trained for a plethora
of low-resource languages1, meaning that this approach
can be used for much more languages than by using a
pretrained multilingual NLG system.
While automatic summary generation is very popular,
generation tasks, which focus on production of more
creative content such as headlines or slogans, receive
less focus. However, a headline can also be considered
as a sort of summary, since it is a vehicle that carries the
most important information about the news article con-
tent. The newest approaches for headline generation

1The Huggingface library currently offers pre-
trained transformers for 168 languages: https:
//huggingface.co/models
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based on this idea have obtained promising results, but
this research is once again mostly focused on English
(Shen et al., 2016). On the down side, these approaches
are difficult to employ in real-life scenarios due to a
special type of overfitting called “hallucination”, where
the system produces non-factual outputs that are not
based on the data presented in the input (Reiter, 2018;
Dušek et al., 2019). This severely limits the applica-
tion of these systems in the domain of newspaper arti-
cles, where the production of factual text is essential.
These systems also lack interpretability and their eval-
uation could be unreliable unless conducted manually
by humans. It has been shown that commonly used au-
tomated evaluation metrics do not necessarily correlate
well with human judgement (Reiter and Belz, 2009;
Dušek et al., 2018).
We tackle some of the problems and research gaps in-
troduced above. These are our main contributions:

• We address the generation of creative texts, news
headlines, in a low-resource multilingual setting
with neural encoder-decoder architectures. More
specifically, we compare the two distinct ap-
proaches for NLG described above. In the first
approach, we use a pretrained monolingual NLG
system BART (Lewis et al., 2020) or multilingual
mBART (Liu et al., 2020) (depending on the lan-
guage). In the second approach, we train the NLG
model from scratch, relying on pretrained BERT
models combined into an NLG encoder-decoder,
same as in Rothe et al. (2020).

• We explore two techniques for reducing the
needed amount of training data, namely data aug-
mentation and domain-specific pretraining. We
focus on evaluating how these strategies affect
both types of models and conclude that they have a
significant influence only in the second approach,
where pretrained BERT models are combined into
an NLG encoder-decoder.

• We propose two evaluation measures that have
not been applied for headlines generation in the
literature. Both measures focus on the seman-
tic similarity between correct and generated head-
lines and therefore complement the established
ROUGE score, which measures a word overlap
and was criticized in the past for not considering
semantic similarity.

• We offer a manual error analysis in order to de-
termine how the proposed data augmentation and
pretraining tactics affect both models and to pin-
point mistakes specific for each model.

2. Related Work
As stated above, most recent approaches to headline
generation consider it as a summarization task and
employ state-of-the-art neural summarization models.
These models have been used to tackle several distinct

variants of the headline generation task, such as bilin-
gual headline generation (Shen et al., 2018), headlines
for community question answering (Higurashi et al.,
2018), multiple headline generation (Iwama and Kano,
2019) and also user-specific headline generation used
in the recommendation systems (Liu et al., 2018).
Liang et al. (2020) compare multiple text noising
strategies for training, showing large improvements on
the headline generation task. The best noising strategy
consists of sampling a number of token spans from the
original text with span lengths drawn from a Poisson
distribution, and then replacing each token span with a
single [MASK] token.
While most research is still focused on English, re-
cently some multilingual benchmarks for news head-
line generation were proposed. Among the well-known
benchmarks, X-GLUE (Liang et al., 2020) includes a
headline generation task, covering 5 high-resource lan-
guages (German, English, French, Spanish and Rus-
sian) and using BLEU-4 score as the metric. The
training dataset contains 300K examples, and devel-
opment and test datasets contain 10k examples. In
this benchmark, XLM-R (Conneau et al., 2020) and
M-BERT (Devlin et al., 2019), initialized as encoder-
decoder models and fine-tuned on the downstream task,
are outperformed by the Unicoder (Huang et al., 2019),
a universal language encoder trained to be language-
agnostic by being pretrained on cross-lingual tasks.
A more general benchmark for text generation is
GLGE2, including 4 abstractive text summarization
tasks, CNN/DailyMail (Hermann et al., 2015) (See et
al., 2017), Gigaword (Rush et al., 2015) (Graff et al.,
2003), XSum (Narayan et al., 2018), and MSNews.
Gigaword and MSNews both use news headlines as
targets, while in the other two tasks informative sum-
maries need to be generated. All tasks are in English,
and the benchmarks are divided into three versions,
from easy to hard. Prophetnet (Qi et al., 2020) and its
other version ProphetNet-X (Qi et al., 2021a) beat Uni-
coder on this second benchmark, but are outperformed
by BART (Lewis et al., 2020) on the hard version of the
benchmark. ProphetNet and BART were also trained
on a multilingual corpus. ProphetNet-Multi is trained
on the 101GB Wiki-100 corpus and 1.5TB Common
Crawl2 data. Similarly, mBART, which we employ in
this study and is described in more detail in Section
3.1, is trained on 25 languages and its bigger version
mBART-50 on 50 languages.

3. Methodology
3.1. The Models
For our experiments, we use two state-of-the-art sum-
marization systems. The first system is BART (Lewis
et al., 2020), a denoising autoencoder for pretraining
sequence-to-sequence models3. BART employs a stan-

2https://github.com/microsoft/glge
3We opted to test this model instead of the alternative

ProphetNet-X (Qi et al., 2021a) since it is more compara-
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dard transformer-based neural machine translation ar-
chitecture and is pretrained on several denoising tasks,
in which the original text is corrupted and the model is
trained to generate an uncorrupted output. To be more
specific, the training corpus is corrupted by either ran-
domly shuffling the original sentences or by using an
in-filling scheme, where spans of text are replaced with
a single mask token. BART achieved new state-of-the-
art results on a set of tasks, among them classification,
abstractive dialogue, question answering, and summa-
rization. We employ BART for English, while for ex-
periments on Estonian and Croatian we use its multi-
lingual version mBART-50 (Tang et al., 2020).
The other approach, proposed in Rothe et al. (2020),
relies on a combination of pretrained transformer-based
language models. Using one language model as an en-
coder and the other as a decoder, the authors demon-
strate the efficacy of pretrained language models for
sequence generation, leading to state-of-the-art results
on several tasks, among which machine translation and
text summarization. We use as encoders and decoders
two pretrained BERT models (Devlin et al., 2019),
which are available for all languages covered in our ex-
periments, and name this approach BERT-ED.
The main difference between the two approaches is
that BART has already been pretrained as an encoder-
decoder model on a large corpus consisting of books
and Wikipedia (i.e. the same corpus as BERT), and
mBART-50 on a large dataset containing texts from
50 languages extracted from the Common Crawl (CC)
(Wenzek et al., 2020). On the other hand, BERT-ED
consists of two pretrained BERT models4 connected by
a cross-attention layers, which are randomly initialized.
We suspect this difference would result in a gap in per-
formance between the two systems when trained on a
relatively small corpora in a low-resource setting. We
hypothesise that while BART will be harder to adapt
for a specific headline generation task due to its exten-
sive pretraining as an encoder-decoder, it would nev-
ertheless return semantically and grammatically bet-
ter headlines. Since the cross-attention layer in the
system composed of two BERT models has not been
pretrained, this approach might require more training
data to generate semantically and grammatically cor-
rect headlines. It would nevertheless be easier to adapt
to a specific task and domain at hand.

3.2. Training Schemes
As mentioned above, our main focus is to evaluate
these systems in a low-resource setting. Most related
work train neural models on large datasets consisting
of more than 100,000 documents. In contrast, we test

ble in size to the other tested model BERT-ED (see below),
making the comparison fairer.

4For English we used two “bert-base-uncased” mod-
els, for Estonian and Croatian we used the FinEst BERT
and CroSloEngual BERT described in (Ulčar and Robnik-
Šikonja, 2020), respectively.

the models in a low-resource setting, on datasets rang-
ing from 10 000 to roughly 30 000 documents, and in-
vestigate whether using and combining different pre-
training schemes can improve the performance of the
model. More specifically, we test three distinct pre-
training techniques:

• Text infilling: As proposed by Lewis et al.
(2020), about 20% of the training corpus is cor-
rupted by an in-filling scheme, where spans of
text are replaced with a single mask token. The
encoder-decoder is then trained to generate the
original text from the corrupted input.

• Sentence shuffling: Same as in Lewis et al.
(2020), the input sentences are randomly shuffled
and the model is trained to generate the original
text with the correct sentence order.

• 2 tasks: The model is first trained to restore the
correct order of shuffled sentences and than to re-
store the corpus corrupted by the text in-filling
scheme.

Note that pretraining is performed using only the head-
line generation training dataset and no additional data is
used. This way, we inspect if the model’s performance
can be improved by extensive pretraining instead of ob-
taining more data.

3.3. Data Augmentation
To increase the size of the training corpus we employ
several data augmentation techniques.

• BERT-based augmentation: 20% of the words
in the news article are masked. Then, the masked
article is fed to the BERT model, who proposes
probable candidates for the masked tokens. These
tokens are replaced by the most probable candi-
dates, creating new articles to be added to the
training set.

• Word2vec augmentation: For each news article
in the train set, we replace random words in the
articles by synonyms proposed by the Word2vec
model.5

• Wordnet augmentation: This method is similar
to the previous one, but replacement candidates
are obtained from Wordnet.

5We set the number of runs parameter to 5 and probability
of replacement to 0.3 (i.e., the algorithm goes through the
text five times and tries to augment each sentence with a 0.3
probability). English word2vec embeddings are trained on
the Google News dataset, Croatian word2vec embeddings are
trained on the Croatian Web Corpus (HrWAC) (Ljubešić and
Erjavec, 2011; Šnajder, 2014) while the Estonian embeddings
are trained on the Estonian Reference Corpus (Kaalep et al.,
2010).
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• EDA augmentation: EDA, proposed by Wei and
Zou (2019), consists of four operations: Wordnet
synonym replacement, random insertion, random
swap, and random deletion.

• Mixed augmentation: Each article in the train set
is first augmented with Word2vec. The augmented
article is fed to the EDA-based augmentation and
the output of this augmentation is additionally fed
to the Wordnet-based augmentation.

All augmentation techniques except for BERT have
been previously established and are available in the
TextAugment library6: For English, we used all aug-
mentation strategies. For Croatian and Estonian only
BERT and word2vec augmentations are available since
Wordnet is not available for these languages.
For each original article in the train set, we generate
5 augmented articles using the algorithms described
above. These new articles are inserted into the original
training set and used for training of the headline gener-
ation model. We opted to generate five augmented texts
per article, as initial experiments suggested that using
a smaller number results in an insufficient increase of
the training dataset, and using a larger number results
in repetitions of the training examples.

3.4. Evaluation
For evaluation, we employ the ROUGE score, which
is the current standard for evaluating generated sum-
maries and headlines. However, ROUGE score does
not necessarily have sufficient correlation with human
judges (Reiter and Belz, 2009; Dušek et al., 2018) be-
cause it only compares n-gram overlap and therefore
does not represent well the semantic similarity between
true and generated headlines. To alleviate this problem,
we propose two new evaluation measures that consider
semantic similarity. The first measure, semantic sim-
ilarity (SS), measures cosine distance (CD) between
the embedding of the true and generated headline. We
employ sentence transformers (Reimers and Gurevych,
2019) for generating embeddings for true and gener-
ated headlines.7 The second evaluation approach is
motivated by Yin et al. (2019), who used a pretrained
natural language inference (NLI) sequence-pair classi-
fier as a zero-shot text classifier. Considering the true
headline as the “premise” and each generated headline
as the “hypothesis”, we use the NLI model to predict
whether the premise entails the hypothesis. We take the
probability of the entailment between a true and a gen-
erated headline as a measure of headline quality. Note
that this measure is only used for English experiments,

6https://github.com/dsfsi/textaugment
7More specifically, we employ the “sentence-

transformers/paraphrase-MiniLM-L6-v2” for experiments
on English and “sentence-transformers/paraphrase-xlm-r-
multilingual-v1” for experiments on Croatian and Estonian.
Both models are available in the Huggingface library.

since there is no available model pretrained for NLI that
covers Croatian and Estonian.8

4. Experiments
4.1. Experimental Setting
Experiments were conducted on three datasets, namely
the Estonian ExM news article dataset (Purver et al.,
2021a), the Croatian 24sata news article dataset (Purver
et al., 2021b) and the English KPTimes dataset (Gallina
et al., 2019). The dataset statistics are presented in Ta-
ble 1. For Croatian and Estonian, we use the same train
and test dataset splits as in the recent study on keyword
extraction (Koloski et al., 2021).
The English dataset is included in our experiments to
serve as a benchmark for several comparisons. First,
we wish to research whether there is a discrepancy in
the quality of produced headlines between English (for
which most NLG models are originally produced) and
two low-resource languages, Estonian and Croatian.
Second, besides conducting low-resource experiments,
the abundance of resources in English allows us to ob-
tain results for the high-resource scenario, to which we
can compare our low-resource results. For this reason,
we use both the large KPTimes train set, containing
about 260,000 news articles, and the original KPTi-
mes validation set, containing 10,000 articles, which
we employ as a ‘low-resource’ English train set and
train models on it. Since we do not use these datasets as
training and validation sets, we refer to them as 260K
and 10K respectively to avoid terminology confusion.
Both BART and BERT-ED approaches are first tested
in a high resource scenario, i.e., by training them on
the 260K KPTimes train set. The results of these ex-
periments are used as a reference point of how well
these models work in an ideal scenario with plenty of
data available, to which we can compare results of our
low-resource experiments. Next, both of these models
are trained on the 10K set, the Estonian train set, and
the Croatian train set without any additional pretrain-
ing or data augmentation. These low-resource refer-
ence points are used as baselines that we want to im-
prove through various pretraining and data augmenta-
tion methods.
In our experiments, we employ the same training and
generation regime for both models. The input news ar-
ticles are truncated at 128 tokens, since we assume that
the most important content of the news, to which the
title most likely refers to, is covered at the beginning of
the article. The length of the output is limited to 30 to-
kens; finally, for generation we employ a beam search
of size 5 and early stopping.

4.2. Results
The results of the experiments on the English dataset
are presented in Table 2 and the results of the experi-

8For English, we employ the “typeform/distilbert-base-
uncased-mnli” for entailment predictions.
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Figure 1: Average increase in performance for pretraining and data augmentation approaches for both models
across the three languages according to five evaluation measures: three ROUGE scores, semantic similarity (SS)
and NLI (only for English).

Language train set test set
English 260K (KPTimes train) 259,923 10,000
English 10K (KPTimes valid) 10,000 10,000

Croatian 32,223 3,582
Estonian 10,750 7,747

Table 1: News datasets used for empirical evaluation of
headline generation (number of documents).

ments on Estonian and Croatian datasets are presented
in Table 3.
Both BERT-ED and BART models perform well in the
ideal high-resource scenario when trained on the large
260K train set (see approaches labeled as “BASELINE
260K” for both English models), with BART outper-
forming BERT-ED by roughly 4 points according to all
three ROUGE scores, by about 2 points according to
SS and by almost 5 points according to NLI.
On the other hand, when the models are compared in
a low-resource scenario, the gap between the model’s
performance drastically increases (see approaches la-
beled as BASELINE for Estonian and Croatian models
and the approach labeled as “BASELINE 10K” for En-
glish models). For example, the English BART model
trained on the English 10K dataset outperforms BERT-
ED trained on the same dataset by about 20 points ac-
cording to ROUGE-1, by about 10 points according to
ROUGE-2 and NLI, by about 16 points according to
ROUGE-3, and by about 25 points according to SS.
This is due to the drastic decrease in BERT-ED’s per-
formance when trained on the small 10K dataset. Sim-
ilar phenomena can be observed for the other two lan-
guages, Croatian and Estonian, with the performance
being especially bad on the Estonian corpus, where the
model has trouble converging and achieves very low
ROUGE scores.

While the results for BERT-ED clearly indicate that
only training the model from scratch on a corpus of
limited size is not a viable option, BART-based models
on the other hand show more robust performance, even
when trained in the low-resource scenario. For English,
training the BART model on the 10K dataset results in
a modest drop of about 3 points according to all crite-
ria, when compared to the BART model trained on the
260K dataset. The results for Estonian and Croatian
are worse, yet still much better than for the BERT-ED-
based models. On Estonian, the multilingual mBART
model achieves ROUGE-1 of 26.2, ROUGE-2 of 12.3,
ROUGE-L of 24.3 and SS score of 56.7.
While comparison of ROUGE and SS scores across
languages is problematic,9 these scores—and the man-
ual inspection confirming the quality of the produced
headlines—indicate that an extensively pretrained mul-
tilingual model can be successfully applied in a low-
resource scenario. The mBART results for Croatian are
worse, which is interesting, since the Croatian train set
is three times the size of the Estonian one. They can
nevertheless be explained by the fact that mBART-50
was pretrained on a much smaller Croatian corpus than
the Estonian one (Tang et al., 2020).
Next, we discuss the results of the data augmenta-
tion and pretraining experiments. Generally speak-
ing, the results indicate that these experiments have
on the one hand a significant influence on the perfor-
mance of BERT-ED-based models and a negligible in-
fluence on the performance of the BART-based mod-
els. When it comes to English data augmentation, all
but one (Word2Vec augmentation) method manage to

9This is especially true when comparison needs to be
made between a morphologically rich language, such as Es-
tonian, and a morphologically less diverse language, such as
English.
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Approach ROUGE-1 ROUGE-2 ROUGE-L SS NLI

English BERT-ED-based models

BASELINE
10K 10.2 1.4 9.6 24.6 15.4
260K 27.6 10.1 25.1 49.6 32.1

AUGMENTATION

bert 13.2 3.0 2.3 0.9 12.2 2.6 30.8 6.2 15.7 0.3
w2v 9.7 -0.5 1.6 0.2 8.9 -0.7 26.5 1.9 14.9 -0.5
mix 10.4 0.2 1.7 0.3 9.6 0.0 23.9 -0.7 13.1 -2.3
eda 12.8 2.6 2.2 0.8 11.9 2.3 29.5 4.9 15.2 -0.2
wordnet 12.4 2.2 2.1 0.7 11.5 1.9 29.3 4.7 15.2 -0.2

PRETRAINING
infilling 11.7 1.5 1.9 0.5 10.7 1.1 31.0 6.4 18.9 3.5
shuffling 12.9 2.7 2.6 1.2 11.8 2.2 36.0 11.4 18.8 3.4
2 tasks 16.5 6.3 4.6 3.2 15.1 5.5 42.0 17.4 25.9 10.5

English BART-based models

BASELINE
10K 29.0 10.9 26.0 49.3 34.1
260K 31.9 13.1 28.7 51.7 36.8

AUGMENTATION

bert 28.5 -0.5 10.5 -0.4 25.6 -0.4 49.1 -0.2 34.0 -0.1
w2v 27.8 -1.2 10.1 -0.8 25.1 -0.9 48.2 -1.1 32.0 -2.1
mix 27.7 -1.3 10.2 -0.7 25.0 -1.0 47.9 -1.4 32.2 -1.9
eda 28.3 -0.7 10.4 -0.5 25.5 -0.5 49.0 -0.3 33.2 -0.9
wordnet 28.2 -0.8 10.3 -0.6 25.3 -0.7 48.7 -0.6 33.4 -0.7

PRETRAINING
infilling 29.0 0.0 10.9 0.0 26.0 0.0 49.5 0.2 34.2 0.1
shuffling 28.8 -0.2 10.8 -0.1 25.9 -0.1 49.4 0.1 34.3 0.2
2 tasks 28.7 -0.3 10.7 -0.2 25.9 -0.1 49.2 -0.1 34.1 0.0

Table 2: Results of experiments on the English datasets. Best results in a low resource setting (i.e., excluding
the BART and BERT-ED models trained on English 260K dataset) per evaluation measure are bolded. For each
measure, we report its absolute value (the first number) and the difference with the baseline model (the second,
colored, number). Since all experiments with data augmentation and pretraining are run on the 10K dataset,
differences are computed respectively to the 10K baseline, i.e. the first row of results for each model.

beat the BERT-ED 10K baseline score. The biggest
improvement can be observed for the BERT augmen-
tation. Decent improvements according to all criteria
can also be observed when EDA and Wordnet augmen-
tation are used. Mix augmentation does not work that
well, probably because texts become very different af-
ter the multi-step process and not always preserve the
original meaning. It is hard to fine-tune augmentation
parameters, since this would require retraining of the
corresponding headline generation model.
For Croatian, the data augmentation improvements are
smaller than for English; BERT data augmentation
does not work at all. As the Croatian training dataset
is three times bigger than the English and Estonian
ones, we deduce that increasing the dataset size with
data augmentation techniques might be less beneficial
for larger datasets. The highest improvements over
the BERT-ED baseline for data augmentation are ob-
served for the Estonian dataset. Indeed, the BERT-
ED baseline—which most likely did not converge due
to the lack of training data—returns mostly repeti-
tive or empty strings, while data augmentations appar-
ently creates enough additional training data to gener-
ate more coherent content.
For the BART-based models, all data augmentation
strategies lead to scores lower than the baseline for
all languages. While the reduction is in most cases
minimal, these scores nevertheless do indicate that the

augmented data is not of sufficient quality for the pre-
trained model to obtain useful information that can be
successfully leveraged during NLG training.
By pretraining the BERT-ED-based models, using
text infilling and sentence shuffling tasks, on the same
datasets on which they are later fine-tuned for headline
generation, we obtain substantial performance boosts.
The increase in performance is even larger than with
data augmentation. For English and Estonian, it is es-
pecially useful to apply both pretraining regimes, sen-
tence shuffling and text infilling, sequentially (see the
row in Tables 2 and 3 labeled as “PRETRAINING 2
tasks”). For Croatian, text infilling works slightly bet-
ter than sentence shuffling according to most criteria,
but combining these two approaches does not improve
the performance.
Pretraining the BART-based models leads to small im-
provements for Estonian and Croatian, and to small re-
duction for English. The monolingual English BART,
which was extensively pretrained on a massive English
corpus using the same denoising tasks we employ here,
apparently does not profit from the additional pretrain-
ing on a small corpus. The pretraining experiments for
the multilingual mBART-50 on the other hand consis-
tently show small improvements across all three pre-
training regimes and for both languages.
The average increase in performance for data augmen-
tation and pretraining across all languages and for both
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Approach ROUGE-1 ROUGE-2 ROUGE-L SS

Croatian BERT-ED-based models
BASELINE 9.6 1.0 8.9 29.7

AUGMENTATION
bert 2.5 -7.1 0.0 -1.0 2.5 -6.4 10.2 -19.5
w2v 11.0 1.4 1.4 0.4 0.1 1.1 33.7 4.0

PRETRAINING
infilling 16.6 7.0 4.2 3.2 14.8 5.9 44.9 15.2
shuffling 15.2 5.6 3.6 2.6 13.4 4.5 43.9 14.2
2 tasks 15.4 5.8 4.2 3.2 13.6 4.7 45.9 16.2

Croatian BART-based models
BASELINE 20.5 7.3 18.1 49.6

AUGMENTATION
bert 19.8 -0.7 6.8 -0.5 17.6 -0.5 49.8 0.2
w2v 18.3 -2.2 5.8 -1.5 16.3 -1.8 47.9 -1.7

PRETRAINING
infilling 21.0 0.5 7.5 0.2 18.6 0.5 51.1 1.5
shuffling 21.2 0.7 7.4 0.1 18.7 0.6 50.8 1.2
2 tasks 20.8 0.3 7.2 -0.1 18.4 0.3 50.9 1.3

Estonian BERT-ED-based models
BASELINE 3.9 0.3 3.8 17.9

AUGMENTATION
bert 9.8 5.9 2.5 2.2 9.4 5.6 36.9 19.0
w2v 8.5 4.6 2.1 1.8 8.1 4.3 34.4 16.5

PRETRAINING
infilling 13.9 0.1 4.3 4.0 13.2 9.4 44.0 26.1
shuffling 11.3 7.4 2.8 2.5 10.7 6.9 40.7 22.8
2 tasks 17.6 13.7 6.5 6.2 16.3 12.5 49.8 31.9

Estonian BART-based models
BASELINE 26.2 12.3 24.4 56.7

AUGMENTATION
bert 25.4 -0.8 11.6 -0.7 23.8 -0.6 55.9 -0.8
w2v 23.0 -3.2 9.8 -2.5 21.5 -2.9 53.5 -3.2

PRETRAINING
infilling 27.1 0.9 12.9 0.6 25.2 0.8 57.2 0.5
shuffling 26.6 0.4 12.6 0.3 24.8 0.4 56.9 0.2
2 tasks 26.6 0.4 12.3 0.0 24.6 0.2 56.6 -0.1

Table 3: Results of experiments on the Croatian and Estonian datasets. Best results per language and per evaluation
measure are bolded. For each measure, we report its absolute value (the first number) and the difference with the
baseline model (the second, colored, number). The differences are computed in respect to the baseline.

models is visualized in Figure 1. It is visible that the
employment of data augmentation or pretraining leads
to on average much larger increase in performance
when BERT-ED-based models are used. The measure
that benefits the most from these additional steps is
ROUGE-2, most likely since this is the hardest criterion
of the model’s quality, which is only slightly above zero
for most baseline BERT-ED-based approaches. On the
other hand, the figure clearly shows that both pretrain-
ing and data augmentation have only a marginal effect
on the BART-based models.

5. Qualitative results
We manually checked the outputs of several English
models. The BART model, fine-tuned on the 10K
dataset produces one of the the best results. However, it
can hallucinate (see Example 2 in Table 4) or shift the
focus of the headline. The manual inspection did not
reveal any large differences between the BART-based
model trained on the 10K dataset and on the 260K
dataset. Interestingly, Example 1 results in identical
outputs for BART models trained on both datasets, as

well as in all other modifications we try with BART.
Variation between outputs are rare and, in most cases,
not significant; thus, it is hard to judge which outputted
headline is better. On the contrary, the performance of
the BERT-ED-based model trained on the 10K dataset
drops drammatically compared to the one trained on
the 260K dataset, as could be seen in the same table. In
most cases, it produces ungrammatical sequences with
many repetitions.

Data augmentation only slightly improves the perfor-
mance on English. According to numerical results in
Table 3, the best augmentation method is BERT-based
augmentation. However, as could be seen in Table 4,
the outputs are still ungrammatical, though the mean-
ing is closer to the true headlines. Similar results were
obtained with other augmentation strategies.

In our experiments, pretraining has a more positive ef-
fect, though repetitions and hallucinations are still pos-
sible, as can be seen in the last row in Table 4. Pretrain-
ing results in much longer output sequences, where in
most of the cases only the first 5-6 words make sense,
and then the model starts making repetitions as if it did
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Table 4: Examples of English headlines generated by various models.
EXAMPLE 1 EXAMPLE 2

True headline martial law is rescinded in a philippine
province

fighting n. y. c. soda ban, industry fo-
cuses on personal choice

BART 260K philippine president lifts martial law soda industry fights new york city’s soda
ban

BART 10K philippine president lifts martial law soft-drink industry takes aim at sugary
drinks

BERT-ED 260K philippine president lifts martial law in
southern philippines

soft - drink industry seeks to fight sugary
drinks ban on sugary drinks

BERT-ED 10K obama’s court’s ban in court in new yorks’s york taxs’s taxs s
BERT-ED 10K + BERT aug philippines’s ban in philippines’ ban in

philippines’ ban in philippines
in new york city, new york city’s new
york city’s bans law

BERT-ED 10K + shuffling philippines : lawmakers seek lawmaker’s
ban on lawmakers obama lawmakers ar-
royo’s lawmakers arroyo’s lawmakers

u. s. and new york’s new new york city
mayor’ campaign campaign moves new
york’s mayor’s campaign campaign

BERT-ED 10k + infilling new new new new york city party party
leader s. o. p. s. a. leader s. o. p.

philippines : s. o. p. to be suspended s.
a. lawmakers s. ban s. a.’s

BERT-ED 10K + 2 tasks president’s decision to rebuke military
law ends in conflict philippines arroyo’s
rebuke philippines’s supreme court in

new yorkers face a challenge to soda in-
dustry in new yorkers in new yorkers’
campaign campaign in new york city’s

not know where to stop.
All BERT-ED-based models overuse possessive suf-
fixes in an ungrammatical way. Text infilling strategy
also results in overusing of abbreviations, though this
problem disappears in a “2-task” pretraining (the last
two rows in Table 4).

6. Conclusion
We investigated two systems for headline generation
in a multilingual low-resource scenario. The first op-
tion is the employment of a pretrained multilingual
encoder-decoder summarization model and the second
one is combining two pretrained language models into
an encoder-decoder architecture that is trained from
scratch. We suggest that if the first option is avail-
able, i.e., there exists a pretrained multilingual NLG
model for a specific low-resource language, it should
be picked over the second one. The successful training
of a randomly initialized cross-attention layer, connect-
ing the two language models, is crucial for the model’s
performance and is dependent on a large corpus, such
as the KPTimes train dataset containing round 260 K
document. However, even in that scenario, the BERT-
ED model is outperformed by an English BART model.
We have shown that while pretraining and data aug-
mentation can drastically improve the performance of
the BERT-ED models, it has little effect on the BART-
based models, which have already been extensively
pretrained on the same denoising tasks, text infilling
and sentence shuffling, that we employ in our experi-
ments. The experiments also suggest that pretraining
on the train set is a better option than data augmenta-
tion since the improvements are larger and since data
augmentation had a negative effect on the performance
of the BART-based models, most likely due to the in-
sufficient quality of the data augmentation algorithms.

The best performance is achieved by the BART model
trained on a large KPTimes train set. While this indi-
cates that currently there is still no substitution for a
large dataset, the BART model trained on the magni-
tudes smaller 10K dataset nevertheless still offers com-
petitive performance. Scores that mBART achieves on
the Estonian and Croatian datasets are lower, which
could be caused by the fact that these languages are
morphologically much richer languages than English.
It might however also indicate that multilingual models
cannot compete with the monolingual one, confirming
the curse of multilinguality (Conneau et al., 2020).
On top of ROUGE-1, -2 and -L, we use two metrics to
evaluate the quality of the generated headlines that are
less broadly used in the literature, measuring seman-
tic similarity (SS) and sentence entailment (NLI). They
are globally highly correlated with ROUGE scores, but
allow for more fine-grained comparison when evaluat-
ing the impact of different augmentation and pretrain-
ing regimes.
The main focus of the future work will be on improv-
ing the quality of generated headlines in low-resource
scenarios, by (1) introducing novel pretraining tasks
and data augmentation techniques and by (2) pretrain-
ing monolingual encoder-decoder models on denoising
tasks on as large corpora as can be obtained for low-
resource languages. We will expand our evaluation set-
ting, by introducing both novel measures and manual
evaluation. Finally, we will consider several techniques
for the generation of headlines with specific style.
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